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24 Image Fusion in Remote 
Sensing with the Steered 
Hermite Transform

Boris Escalante-Ramírez and Alejandra A. López-Caloca

24.1  Introduction

Advances in sensor technology have produced a large variety of sensors capable of capturing differ-
ent kinds of information from the Earth’s observation satellites, with different characteristics and 
modalities, depending on their use, for example, multisensor, multitemporary, multiresolution, and 
multifrequency [1–3]. Sensors, however, present technological limitations that affect image acquisi-
tion characteristics, for instance, multispectral (MS) sensors may capture images with high spectral 
resolution, but with lower spatial resolutions than panchromatic (PAN) sensor. Climate conditions 
also pose limitations to sensor technology as is the case of cloudy conditions that limit the range of 
optical sensors. Radar sensors overcome this limitation, but they are seriously impaired by the pres-
ence of speckle. Owing to these facts, in recent years, image fusion has become one of the most 
important and useful tasks for the remote sensing community.

The goal of image fusion is to integrate information from multiple sources, in order to create new 
images containing more information. The process of image fusion should not introduce any artifact 
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486 Signal Processing for Remote Sensing

or inconsistency which may alter subsequent processes. It should be robust and tolerant to noise. As 
a result of a fusion process, two main characteristics are desirable: higher spatial resolution that can 
account for an adequate description of the shapes, features, and structures, and consistent spectral 
properties that allow the user to identify the different interacting objects.

There is a large variety of techniques described in the literature that tackle the problem of 
image fusion by incorporating high spatial resolution characteristics and keeping spectral proper-
ties from the same sensor. These approaches have evolved from simple linear combinations 
(intensity–hue–saturation) (IHS) [4,5] to methods based on principal component analysis (PCA) 
[6]. The main idea of fusion algorithms is to add spatial information to an image that is rich in 
spectral information, without modifying the latter. Methods like IHS and PCA improve the spa-
tial quality, but they show spectral information distortion [7].

Recently, wavelet transform (WT)-based methods, with different approaches, have been widely 
used for image fusion. The discrete wavelet transform, either decimated [8–10] or nondecimated 
[11,12], has become very popular, multiresolution analysis being one of their most important proper-
ties. Decimated methods, implemented with dyadic structures based on the Mallat algorithm [13], 
present interesting properties, such as nonsymmetry and nonredundant descriptions. Their main dis-
advantage is the lack of shift invariance, meaning that small shifts of the input image produces very 
different wavelet coefficient contents. This limitation usually translates into artifacts introduced in 
the fused image. Shift invariance can be achieved with nondecimated methods, such as the “à trous” 
algorithm [14,15]. These methods imply redundant image descriptions that avoid decimation by 
inserting zeroes between the filter coefficients. Although they show better spatial reconstruction in 
comparison with decimated structures [7,16], they lose orientation selectivity. In this case, image 
decomposition consists of an approximated band and a single-detail image at each resolution level, 
resembling Laplacian or difference of Gaussian hierarchical structures. Among these methods, the 
additive wavelet method (AWL) developed by Nuñez et  al. [12] has become a reference method. 
Later, González-Audícana et al. [17] found a way to incorporate the sensor’s spectral properties to 
overcome the spectral distortion problem of traditional IHS fusion method, and developed the 
extended fast IHS method (eFIHS). They proved that this method performs as good as high compu-
tational cost methods based on nondecimated wavelet transforms.

Recently, the curvelet transform has been proposed as a tool for image fusion [18]. It consists of 
a multiresolution directional-oriented representation obtained from a nondecimated wavelet trans-
form. Its results show the advantage of detecting and reconstructing oriented image patterns in 
image fusion products.

This chapter introduces the steered Hermite transform (HT) as an efficient representation model 
for image fusion.

Shift invariance and isotropic property (rotation) of the HT assures that no artifacts are intro-
duced during the fusion process. The HT is also a good representation model for characteristic pat-
terns such as edges, and lines, which may be extracted from the high-resolution PAN image and 
injected into the multispectral images, which results in images with a richer spatial content than the 
images obtained with processes like PCA and WT.

In particular, the rotation property of the HT [19,20] is relevant in the fusion process as it not only 
allows the detection of edges, but it also allows the estimation of other parameters, such as local 
orientation. Therefore, during the fusion process, patterns may be discriminated and selected 
according to their local energy and orientation. The use of the locally rotated HT provides a coef-
ficient set with high-energy compaction, in such a way that few coefficients are needed to represent 
the more relevant image patterns needed for the fusion process.

One of the advantages of the HT over the WT is the use of a free subsampling parameter limited 
only by the support of the analysis window, that is, the only constraint for this parameter is that local 
analysis windows overlap with each other. This allows for the existence of decimated (subsampled) 
as well as the undecimated (no subsampling) HT decompositions. Both schemes are efficient for 
image fusion. Decimated structures are more efficiently computed, while undecimated structures 

K12625_C024.indd   486 10/7/2011   11:46:24 PM
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provide shift invariance to the decomposition, a highly valuable property that produces no artifacts 
in image reconstruction problems. In this chapter, two fusion applications with the HT are shown, 
single sensor (MS-PAN) and multisensor (MS-SAR). In the case of MS and SAR image fusion, adap-
tive speckle reduction in SAR images can be readily achieved within the HT analysis–synthesis 
process of the fusion scheme. For the first case, we compare our results with the eFIHS [17] and AWL 
methods [12] and for the second one, with the multisensor image fusion algorithms based on the 
generalized intensity modulation proposed in Ref. [21]. This scheme combines three kinds of images 
(MS-PAN-SAR) with speckle reduction achieved previously to the fusion process. In contrast, we 
show a fusion scheme where both speckle reduction and fusion can be achieved together.

The layout of this chapter is as follows. Section 24.2 introduces the Hermite transform. 
Section 24.3 presents two fusion methodologies; in the first, we fuse multispectral and panchro-
matic images from the same satellite with different spatial resolutions and in the second, we fuse 
different sensor images, namely, multispectral and SAR. Section 24.4 presents experiments con-
ducted on SPOT-5, SAR AeS-1, and Landsat 7 + ETM images, with their respective fusion results. 
We show how the proposed method can help improve spatial resolution and keep spectral properties 
of the original MS images. Quality assessing of the synthesized images was determined by spectral 
quality fusion [10], spatial quality [9], scatterplot red–NIR [22], SAM [21], and in the case of 
SAR-MS fusion, classification of the fused product was also used for evaluation purposes. Finally, 
Section 24.5 presents the conclusions of this chapter.

24.2 T he Hermite Transform

24.2.1  The Hermite Transform as an Image Representation Model

With the development of the scale-space theory in the 1980s, it has become evident that an efficient 
description of the elements that conforms an image is obtained through a multiresolution decompo-
sition. The scale-space theory proves that the Gaussian function is optimal for this task. [23]. Most 
wavelet functions show irregular profiles, which makes them unsuitable for the representation of 
spatial phenomena in accordance to scale-space theory [24,25]. Among the computational represen-
tation models, which include important properties of human vision, we find the Gabor transform 
useful [26–29]. More recently, however, several authors have proven the limitations of this model 
from both neurophysiological and mathematical points of view.

Stork and Wilson [30] reviewed neurophysiological measurements of others and analyzed psycho-
physical masking data and found that in many cases receptive-field functions other than Gabor func-
tions fit better. They concluded that there are insufficient theoretical demonstrations and experimental 
data to favor Gabor functions over any of a number of other plausible receptive-field functions.

In contrast, Gaussian derivatives have been alternatively recognized as good models of the recep-
tive field profiles of the human visual system [25,31–37]

Young made a comparison between both models and showed that the Gaussian model fits more 
accurately to the measurements of the signals at receptive fields of the human visual system, with 
the additional advantage of being orthogonal at the location of analysis [31–33].

Moreover, Koenderink and van Doorn [38,39] considered the problem of deriving linear operators 
from the scale-space representation considering that size invariance and the absence of spurious reso-
lution are two requirements that characterize well-behaved spatial sampling in visual systems. They 
concluded that these operators must obey the time-independent Schrödinger equation, that is, a physi-
cal equation that governs the quantum mechanical oscillator. Thus, they provided a formal statement 
that Gaussian derivatives are natural operators to derive from scale-space.

The HT was originally developed as a mathematical model for explaining the receptive fields 
during early stages of human vision [40,41]. It is a special case of polynomial transforms whose 
basis functions are derivatives of Gaussian functions. The extension of this model to the multireso-
lution case was then formulated [42,43].

Q1
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The HT uses overlapping Gaussian windows and projects images locally onto a basis of orthogo-
nal polynomials.

First, windowing with a local function ω(x − p, y − q) at positions p, q that conform the sampling 
lattice S takes place. As argued before, the scale-space suggests using a Gaussian window, that is,

	
ω

πσ σ
( , ) exp

( )
x y

x y= − +
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2 22

2 2
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(24.1)

where σ is spread of the Gaussian window.
The Gaussian window is separable into Cartesian coordinates; it is isotropic, thus, it is rotation-

ally invariant.
Through the replication of the window function over the sampling lattice, a periodic weighting 

function is defined as W x y x p y qp q S( , ) ( , )( , )= ∑ − −∈ ω . This weighting function must be different 
from zero for all coordinates (x, y). Next, local information at each analysis window is expanded in 
terms of a family of orthogonal polynomials Gm,n–m(x, y) of the order m in x and n − m in y. They are 
determined by the analysis window function, and satisfy the orthogonal condition:
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for n, k = 0,. . .. . ..;∞, m = 0, n and l = 0, k; where δnk denotes the Kronecker function.
In the case of a Gaussian window function, the associated orthogonal polynomials are the 

Hermite polynomials:

	

G x y
n m m

H
x

H
y

n m m n n m m− −=
−











, ( , )

( )! !

1

2 σ σ
	

(24.3)

where Hn(x) denotes the nth Hermite polynomial of degree n in x [44].
The polynomial coefficients Lm,n−m(p, q) are calculated by convolution of the original image 

L(x, y) with the filter function:

	 D x y G x y x ym n m m n m, ,( , ) ( , ) ( , )− −= − − − −ω2
	 (24.4)

followed by subsampling at positions (p, q) of the sampling lattice S. For the case of the Hermite 
transform, it can be shown [40] that the filter functions Dm,n–m(x, y) correspond to Gaussian deriva-
tives of order m in x and n – m in y, in agreement with the Gaussian derivative model of early vision.

The process of recovering the original image (synthesis) consists of interpolating the transform 
coefficients with the proper synthesis filters. This process is called an inverse polynomial transform 
and is defined by
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The synthesis filters Pm,n−m(x,y) of order m and n − m are defined by
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for m = 0, . . ., n and n = 0, . . ., ∞.

Q2, Q3
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In a discrete implementation, the Gaussian window function may be approximated by the bino-
mial window function ω2 1 2( ) ( )x CN

N
x= /  for x = 0, . . ., N, where N is called the order of the bino-

mial window and represents the function length, and C N N x xN
x = −! ( )! ! for x = 0, . . ., M. In this 

case, the orthogonal polynomials Gm,n−m(x, y) associated with the binomial window are known as 
the Krawtchouck’s polynomials:
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For this discrete case, all previous relations hold, with some interesting modifications. 

First,  support of the window function is finite (N); as a consequence, expansion with the 
Krawtchouck polynomials is also finite, and signal reconstruction from the expansion coefficients 
is perfect.

To define a polynomial transform, some parameters have to be chosen. First, we have to 
define the characteristics of the window function. As argued before, the Gaussian window is the 
best option from a perceptual point of view and from the scale-space theory, however, a discrete 
implementation may call for a discrete transform, and in this case the binomial window is a 
good  choice. Another important parameter is the window spread. The choice may depend on 
the scale-space representation of the target objects in the image. Fine local changes are better 
detected with small windows, but on the contrary, representation of low-resolution objects 
need  large windows. We have chosen binomial windows of orders N = 2; however, in order to 
overcome spatial resolution compromises, multiresolution representations are a good solution 
[42,43].

Last but not least, the subsampling factor, is a free parameter directly related to the subsam-
pling positions (p, q) of the sampling lattice S. From a mathematical point of view, the only con-
straint for this parameter is that the weighting function W (x, y) must be different from zero for all 
coordinates (x, y). In the case of the binomial window, for instance, this constraint translates into 
subsampling factors ranging from 1 to N. It can be noted that changing this subsampling factor 
will only produce different synthesis filters; analysis filters remain the same. A subsampling fac-
tor of 1 produces nondecimated image decompositions, which are known to yield shift invariance 
and are highly valuable for image reconstruction problems such as fusion. Larger subsampling 
factors produce decimated decompositions that in the case of pyramidal multiresolution schemes 
are computationally efficient. Figure 24.1a shows a Hermite transform decomposition. The origi-
nal image is decomposed into a number of subimages which consist of a low-pass (approximation) 
image known as zero-order coefficient (L0,0) and a series of high-pass coefficients containing 
detailed information. Figure 24.1a depicts coefficients of order zero (L0,0), up to order three (L2,1) 
and (L1,2).

24.2.2  The Steered Hermite Transform

The Hermite transform has the advantage that high-energy compaction can be obtained through 
adaptively steering the transform [19,20]. The term “steerable filters” describes a set of filters that 
are rotated copies of each other, and a copy of the filter in any orientation which is then constructed 
as a linear combination of a set of basis filters [45]. The resulting transform is self-inverting and 
translation- and rotation-invariant. Based on the steering property, the Hermite filters at each posi-
tion in the image adapt to the local orientation content. This adaptability results in significant infor-
mation compaction. The local rotation into the domain transform can be seen like a mapping of the 

K12625_C024.indd   489 10/7/2011   11:46:27 PM



490 Signal Processing for Remote Sensing

expansion coefficients into a local coordinate system whose main axis corresponds to the direction 
of maximal signal energy. Rotation of the filter functions can be obtained by
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Orientation θ of local maximum energy can be estimated by maximizing the coefficient energy 
measure at each window position. Furthermore, the steered Hermite transform offers a way to esti-
mate one-dimensional (1D) energy,
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By analyzing relations between these energies, it is possible to classify image patterns. Figure 24.2 
shows a dimensional pattern classification obtained from a natural scene [42].

In practice, the local gradient angle, calculated from the expansion coefficients as 
θ = arctan /, ,L L0 1 1 0, where L0,1 and L1,0 are the first-order coefficients of the Hermite transform, can 
be an alternative estimator of the rotation angle θ. This choice would imply L1 0 0,

θ = , as can be noted 
in Figure 24.1b.

L0,0 L1,0

L0,1

L0,2

n =
 0

n =
 1

n =
 2

L1,1

L2,0 Lθ0,0 Lθ1,0
Lθ0,1

Lθ0,2

Lθ1,1

Lθ2,0

n =
 0

n =
 1

n =
 2

(a) (b)

Figure 24.1  Decimated Hermite transform. Left: Original Hermite coefficients of image depicted in 
Figure 24.7a. Diagram shows the coefficient orders. Diagonals depict zero-order coefficients (n = 0), first-
order coefficients (n = 1), and so on. Binomial window of order N = 2 and a subsampling factor of 2 were 
used. Right: Steered coefficients toward the local gradient angle. It can be noted that most coefficient energy 
is concentrated on the upper row of the steered coefficients and that coefficient L1 0 0,

θ = .
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24.3 F usion Method Based on the Hermite Transform

24.3.1 F usion Scheme with Multispectral and Panchromatic Images

Our objective in image fusion is to generate synthetic images that preserve the higher spatial resolu-
tion of the panchromatic (PAN) images while keeping the spectral characteristics of the original 
multispectral (MS) data.

In a way similar to other fusion techniques, our proposed fusion method requires that the multi-
spectral images be resampled so that their pixel size will be the same as that of the panchromatic 
image.

The general framework for multispectral and panchromatic image fusion with the Hermite trans-
form consists of several steps [46,47]:

	 I.	Generate new panchromatic bands, whose histograms match each multispectral band’s 
histogram. The purpose of doing this is that each pair of images has the same mean and 
standard deviation.

	 II.	Perform Hermite transform decomposition over each of the two images, MS and PAN. 
The decompositions consist of a number of several subimages which represent a low-
pass residue known as zero-order coefficients (LMS0 0,  and LPAN0 0, ) and several high-pass 
bands containing detailed information coefficients: LMS0 1,  and LMS1 0, , and LPAN0 1,  and LPAN1 0, are 
the first-order coefficients for the MS and PAN images; LMS0 2, , LMS1 1,  and LMS2 0, ,  L

PAN
0 2, , LPAN1 1,  

and LPAN2 0, are the second-order coefficients for the MS and PAN images, respectively, 
and so on, until the highest coefficient order N. For practical reasons, we implemented 
the discrete Hermite transform which, in fact, as argued before, uses a binomial win-
dow function of order N, and corresponding orthogonal polynomials known as 
Krawtchouck’s polynomials. Theoretical and practical issues about this discrete poly-
nomial transform have been well studied [42,43,48]. It is well known that the binomial 
function of order N approximates a Gaussian function with spread σ = N/2 . N also 
represents the maximum order of the transform coefficients since the binomial function 
has compact support. As explained in the previous section, the subsampling factor, this 
is, the distance between adjacent window functions is a free parameter. We found just 
perceivable, but significant, differences in fusion performance when setting this param-
eter to different values, and chose to fix this parameter to both its maximum allowed 
value, that is, N, and its minimum value, that is, one pixel. The former provides decimated 

(a) (b)
0D
1D
2D

Figure 24.2  0D, 1D, and 2D patterns found in a natural scene from dimensional energy analysis with the 
rotated Hermite transform.

Q4
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structures with less computational complexity, while the latter produces nondecimated 
shift-invariance decompositions.

	 III.	Locally rotate the HT coefficients toward the direction of maximum of energy. As 
previously explained, rotation angle can also be estimated by the local gradient 
angle.  The steered Hermite transform has the advantage of energy compaction. 
Transform coefficients are selected with an energy compaction criterion from the 
steered Hermite transform; therefore, it is possible to reconstruct an image with 
few coefficients and still preserve details such as edges and textures. Hence, a set 

of  rotated coefficients, that is, Ln m
MS

,
θ
 and Ln m

PAN
,

θ
 are obtained for the MS and PAN 

images, respectively.
	 IV.	Select high-pass transform coefficients from each set (MS and PAN), according to a 

fusion rule based on the verification of consistency methods (Li et al. 1995) [49]. This 
approach considers the maximum absolute value within a 5 × 5 window over the image 
(area of activity). Increasing the size of the window may cause problems with lower 
salient patterns. The window variance is used as a measurement of the activity associ-
ated with the central pixel of the window. At each window position the maximum selec-
tion rule is used so that a significant value indicates the presence of a dominant pattern 
in the local area. A map of binary decision is then created and subjected to verification 
of consistency based on a majority filter in order to correct wrong selections. In practice, 
reconstruction can be achieved with a small number of coefficients, specifically those 
with high energy of compaction, that is, the upper-row coefficients as shown in 

Figure 24.1b, this to say LMS1 0,
θ
, LMS2 0,

θ
 and LMS3 0,

θ
, . . ., LPAN1 0,

θ
, LPAN2 0,

θ
 and LPAN3 0,

θ
 . . . for the MS 

and PAN images, respectively. This is especially true for the case of one-dimensional 
patterns whose components are all concentrated in these coefficients. Texture patterns 
may indeed need all coefficients for perfect reconstruction; however, differences are 
little noticeable.

	 V.	Add these new set of high-pass combined coefficients Lfus1 0,

θ
, Lfus2 0,

θ
, and Lfus3 0,

θ
 to the zero-

order coefficient obtained from the MS (LMS0 0, ) image, in order to create a new transform 
coefficient set that corresponds to the fused image.

	 VI.	Finally, perform an inverse Hermite transform over the new rotated coefficient set.

Steps II through VI are repeated for each multispectral band.
Figure 24.3 shows a scheme of the proposed fusion method. This is executed band by band.

Q5
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Energy
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θ = arctan
L0,1
L1,0

θ

θ

Figure 24.3  Hermite transform fusion method for multispectral and panchromatic images.
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24.3.2 F usion Scheme with Multispectral Images and SAR Image

The use of synthetic aperture radar (SAR) images as a complement to visible and multispectral 
images is becoming increasingly popular because of their capability of imaging even in the case of 
cloud-covered remote areas.

Unfortunately, the poor quality of SAR images makes it very difficult to perform direct informa-
tion extraction tasks. Numerous filters have been proposed to remove speckle in SAR imagery; 
however, in most cases and even in the most elegant approaches, filtering algorithms have a ten-
dency to smooth speckle as well as information. For numerous applications, low-level processing of 
SAR images remains a partially unsolved problem.

A wide variety of transform-based methods for speckle reduction have been proposed in the 
literature. Donoho and Johnstone [50,51] proposed to apply a threshold (T) to the wavelet detail 
coefficients. This nonlineal technique is fairly simple and implies the use of a binary decision 
map. Wavelet coefficient handling consists of keeping (or shrinking) and discarding (or killing) 
the coefficient. There are two alternatives for this scheme, hard thresholding and soft threshold-
ing [52]. Let us assume that U is the coefficient value and D is the resulting coefficient value after 
thresholding. Hard thresholding is defined by D(U,T) = U for all U T> , D(U,T) = 0 otherwise. 
This is known to account for a MIN-MAX binary decision solution. Soft thresholding is imple-
mented by D U T U U T( , ) sgn( )max( , )= −0 . In this case, coefficients are shrunk if their absolute 
value exceeds the threshold. The universal threshold proposed by Donoho and Johnstone [51] is 

defined by T Mnuniversal = σ 2 log( ) , where M is the sample size, and σn is the noise standard 
deviation. The universal threshold has been recognized as simple and efficient, especially when 
signal characteristics are unknown; however, it does not allow local adaptation. An alternative 
way to compute a suitable threshold has been proposed by Chang et al. [53], based on a minimum 
mean-square error criterion (MMSE). This method, called Bayes–Shrink, computes a signal-
dependent threshold as T n x= σ σ2 2/ , where σn

2  y σx
2 are the local noise and signal variance, respec-

tively. An adaptation of this method to speckle reduction with the undecimated wavelet transform 
was done by Argenti and Alparone [54].

We propose a method for thresholding the Hermite transform coefficients that locally adapts to 
the mean luminance value, thus compensating the multiplicative nature of speckle. Thresholding 
occurs only in homogeneous regions. According to the central limit theorem, the probability density 
function of transformed coefficients belonging to noisy homogeneous regions (i.e., in absence of 
image structures) approaches a Gaussian distribution. This means that the solution of MIN-MAX 
and MMSE detection criteria are equivalent. Our approach radically differs in the way noisy edges 
are treated. In this case, the rotated Hermite transform detects the orientation of edges, so that when 
edges are reconstructed, only those coefficients aligned with the corresponding edge orientation are 
included. All other coefficients are set to zero, thus eliminating the structure of speckle on edges, 
while preserving sharpness.

24.3.3 N oise Reduction with the Hermite Transform

The Hermite transform coefficients can be used to discriminate noise from relevant informa-
tion such as edges and lines in SAR imagery [55,56]. A binary decision mask containing rele-
vant  image locations is built by properly thresholding (T) the first-order transform coefficient 
energy E1: E L L1 0 1

2
1 0
2= +, ,  where L0,1 and L1,0 are the first-order coefficients of the Hermite 

transform.
As explained before, these coefficients are obtained by convolving the original image with the 

first-order derivatives of a Gaussian function, which are known to be quasi-optimal edge detectors; 
therefore, the first-order energy can be used to discriminate edges from noise by means of a thresh-
old scheme.

Q6
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The mask is then defined by

	
Mask

otherwise
=

<



0

1
1if E T

	

The optimal threshold is set considering two important characteristics of SAR images. First, 
one-look amplitude SAR images have a Rayleigh distribution and the signal-to-noise ratio (SNR) is 
~1.9131. Second, in general, the SNR of multilook SAR images does not change over the whole 
image.

The threshold is calculated by

	
T

N
L= 





2 1
2 00

2α
SNR look

ln
Pr

•	 SNR is the signal-to-noise ratio, equal to 1.9131
•	 Nlook is the number of looks of the image.
•	 α = − −

= =
R x y D x y D x yL x y

( , ) * ( , ) * ( , ) ,, ,1 0 1 0 0
 RL is the normalized autocorrelation function 

of the input noise, and D1,0 is the filter used to calculate the first-order coefficient.
•	 PR is the probability (percentage) of noise left on the image and will be set by the user.
•	 L00 is the zero-order Hermite coefficient.

A careful analysis of this expression reveals that this threshold adapts to the local content of the 
image because of the dependence of σ on the local mean value μl, the latter being approximated by 
the Hermite coefficient L00.

With the locations of relevant edges detected, the next step is to represent these locations as one-
dimensional patterns. This can be achieved by steering the Hermite transform as described in the 
previous section so that the steering angle θ is determined by the local edge orientation. Next, only 
coefficients Ln,0

θ  are preserved; all others are set to zero. This strategy is extremely effective for the 
restoration of noisy edges, since only oriented features are considered for edge reconstruction. An 
alternative interpretation of this strategy is that edge reconstruction is achieved by projecting edge 
transform coefficients over a one-dimensional space spanned toward the edge orientation. Two-
dimensional structures, as is the case of noise located on edges, are thus eliminated.

In summary, the noise reduction strategy consists of classifying the image in either zero-
dimensional patterns consisting of homogeneous noisy regions, or one-dimensional patterns con-
taining noisy edges. The former are represented by the zero-order Hermite transform, that is, the 
local mean value, and the latter by oriented 1D Hermite coefficients.

When an inverse Hermite transform is performed over these selected coefficients, the resulting 
synthesized image consists of noise-free sharp edges and smoothed homogeneous regions. Therefore, 
the denoised image preserves sharpness and thus, image quality. Some speckle remains in the image 
since there is always a compromise between the degree of noise reduction and the preservation of 
low-contrast edges. The user controls the balance of this compromise by changing the percentage of 
noise left PR on the image according to Equation 24.18. Figure 24.4 shows the algorithm for noise 
reduction.

24.3.4 I mage Fusion

It is easy to figure out that local orientation analysis for the purpose of noise reduction can be com-
bined with an image fusion scheme as the one described in Section 24.4.1. Figure 24.5 shows the 
complete methodology to reduce noise and fuse Landsat 7 TM with SAR images. After noise 
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reduction is applied to the SAR image, histogram matching is applied on this image to adjust mean 
values with each MS band. With a similar method as the one previously described, a new coeffi-
cient set is generated, consisting of LMS0 0,  and the detail coefficients selected either from the SAR or 
MS images. Finally, an inverse transform is performed to obtain the fused image.

24.4 E xperimental Results

As explained before, we use a discrete implementation of the Hermite transform based on a bino-
mial filter of order N, and its corresponding orthogonal Krawtchouck’s polynomials. We obtained 
best fusion performance with binomial window functions of orders N = 2.

24.4.1 M ultispectral and Panchromatic Image Fusion

In this section, we show the results of image fusion with decimated and undecimated versions of the 
Hermite transform, and compare their performance with the well-known eFIHS [17] and AWL 
methods [12]; both have become widely accepted since they have overcome several of the limita-
tions of traditional wavelet schemes. The proposed fusion scheme images have been tested on 
optical data, namely multispectral images from SPOT 5 (10 m spatial resolution and spectral ranges: 
B1 green 0.50–0.59 μm, B2 red 0.61–0.68 μm, B3 NIR 0.78–0.89 μm spectral range) and its pan-
chromatic band (2.5 m resolution spatial, 0.48–0.71 μm spectral range). They were acquired on 
January 01, 2007.
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Figure 24.4  Noise reduction algorithm.
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Figure 24.5  Noise reduction and fusion for multispectral and SAR images.
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Comparison of the proposed methods was based on spectral quality index [10] and spatial quality 
[9], Moreover, red versus NIR dispersion diagrams were also analyzed which are useful for bio-
physical variable interpretation [22,57,58].

24.4.1.1  Visual quality
Figure 24.6 shows an amplified (zoom) area of a fused image using decimated and undecimated HT 
schemes. N = 2 for both cases. It can be clearly seen that image reconstruction is better for the case 
of the undecimated HT. This is especially true for one-dimensional structures, such as edges and 
lines. This might be due to the shift invariance property of the undecimated HT. Figure 24.6 also 
shows a comparison of the HT results with the eFIHS and AWL methods. In this case too, the 
undecimated HT outperforms the eFIHS since it provides sharper performance, thus higher spatial 
resolution. This might be explained by the local orientation analysis performed within the HT meth-

Q7

(a) (b)

(c) (d)

(e) (f)

Figure 24.6  (See color insert.) (a) Multispectral SPOT 5 image (original 10 m). (b) Panchromatic SPOT 
5(2.5 m). (c) Fusion result with the decimated HT method (N = 2). (d) Fusion result with the undecimated HT 
(N = 2). (e) Fusion with eFIHS. (f) AWL false color composite scheme for displaying SPOT multispectral 
images is achieved with R = XS3 (NIR band), G = XS2 (red band), and B = XS1 (green band).
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odology. The undecimated HT and the AWL methods show similar performance from a subjective 
point of view. Both present sharp results with similar spatial content.

24.4.1.2  spectral quality and spatial quality
Digital values were converted to spectral radiance units, measured in watts per square meter per 
steradian per micron (W/m sr m2 µ ).

Spectral quality of a fused image can be assessed with respect to a reference image [2,10]. A new 
set of low-resolution images were created from the original multispectral and panchromatic images. 
Spatial resolution was reduced to about half the original value. A Gaussian filter was used for this 
purpose. The original multispectral image served as reference image Bk. The different fusion meth-
ods are then applied to the set of low-resolution images and the resulting images are then compared 
to reference image Bk.

Different objective quality metrics were calculated for all fused products with respect to the 
reference image Bk, namely the correlation coefficient, the difference mean value (bias), and the 
standard deviation of the difference image (sdd). Another quality metric for fused products, the 
ERGAS, was also calculated. ERGAS stands for erreur relative globale adimensionnelle de syn-
these, and is an estimator of the global spectral quality of fused products:

	

ERGAS
RMSE

= ( )
( )











=
∑100

1
2
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kk
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(24.6)

where RMSE is the root mean square error, defined by

	
RMSE bias sddBk( ) = ( ) + ( )2 2

,
	

where h is the resolution of the panchromatic image, l the resolution of multispectral images, S the 
number of spectral bands, Bk the reference spectral image, and Mk the mean value of the reference 
image Bk.

Ideally, both bias and the difference of standard deviations should tend to null, and the correla-
tion coefficient should tend to one. The closer to zero an ERGAS value the better the image quality. 
Table 24.1 shows all these quality metrics for all fused methods, including the discrete Hermite 
transform. Results of Table 24.1 are presented for each multispectral band B1 to B3, in spectral radi-
ance units. It can be noted that the best performance is achieved by the undecimated HT.

Table 24.1
Comparison of Spectral Quality Metrics for Different Fusion Methods

Spectral Quality

Correlation AWL eFIHS HT uHT

B1 0.9790 0.9735 0.9791 0.9845

B2 0.9890 0.9855 0.9792 0.9846

B3 0.9918 0.9918 0.9634 0.9920

ERGAS 1.9801 2.2071 2.2191 2.0628

Spatial Quality
B1 0.940 0.943 0.929 0.939

B2 0.934 0.932 0.923 0.945

B3 0.920 0.926 0.919 0.947
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In order to estimate the spatial quality, an objective method proposed by Zhou et al. (1988) was 
used. A Laplacian filter is applied to all fusion products to be compared, as well as to the original 
panchromatic image. Then, correlation coefficients between each Laplacian-filtered fused image 
and original panchromatic image are calculated.

In this case too, undecimated HT outperforms decimated HT as well as eFIHS methods Once 
again, AWL and undecimated HT perform very similarly with no significant differences in these 
parameters.

24.4.1.3 R ed versus NIR dispersion diagrams
The determination of spectral quality of the fused images is a complex task. Besides the spectral 

quality indexes presented before, we present next an analysis of parameters that describe soil line, 
and patterns of absorption/reflectance that represent relations between red and NIR. Due to the 
linear relation between red and NIR reflectance that describes the soil line, these parameters have 
been shown to be of major importance for the interpretation of remote sensed data [57]. Some stud-
ies refer to the importance of the soil line to extract relevant biophysical variables such as the leaf 
area index (LAI) [58].

In this work, we obtained the soil line parameters from the red–NIR spectral space as described 
in Ref. [22].

Soil line was obtained with the formula ρNIR = a/ρR + b, where ρR and ρNIR are the reflectance in 
red and near-infrared bands, and α and β are the slope and intercept of the soil line.

Because many investigations have inferred vegetation measurements from near-infrared (NIR) 
and red data, we analyzed the integrity of information content before and after the fusion procedure. 
At first glance, little difference in the scatter plots is found between the different fusion methods 
with respect to the original. However, a deeper analysis shows relevant deviations of the eFIHS and 
the decimated HT methods. Soil line parameters were extracted from red and NIR data (Table 24.2) 
and plotted in Figure 24.7. Soil line plots show that undecimated HT and AWL remain very close to 
the original data, while the decimated HT slightly deviates from the original slope. The eFIHS 
slope remains close to the original; however, it deviates from its intercept, and its minimum and 
maximum reflectances also deviate considerably from the original data, meaning more substantial 
changes in spectra content with respect to the original multispectral data.

24.4.2 M ultispectral and SAR Image Fusion

An interesting application of image fusion is to integrate information from different sensors, namely 
multispectral (MS) and synthetic aperture radar (SAR) images.

Despite the fact that MS and SAR images retrieve different kinds of information, it has been 
proved that the combination of both sources provides a means to better identify features in the 
scene. Recently, MS and SAR image data integration has been proposed by Alparone et al. [21]. 

Table 24.2
Soil Line Parameters Extracted from the Red–NIR Space of Different Fusion Methods

Fusion Method α β Minimum Reflectances of Soil Maximum Reflectances of Soil

Original 1.1758 0.0078 (0.0647,0.0839) (0.1437,0.1768)

uHT 1.1591 0.0082 (0.0643,0.0818) (0.1428,0.1727)

HT 1.1195 0.0049 (0.0639,0.0792) (0.1419,0.1670)

eFIHS 1.1982 0.0036 (0.0581,0.0732) (0.1604,0.1957)

AWL 1.168 0.0078 (0.06475,0.007811) (0.1316,0.1682)

Note:	 α, slope; β, intercept.

K12625_C024.indd   498 10/7/2011   11:46:46 PM



499Image Fusion in Remote Sensing with the Steered Hermite Transform

Here, a generalized intensity modulation (GIM) fusion scheme is proposed in combination with an 
IHS wavelet à trous transform. This method is capable of fusing MS, P, and SAR images within the 
same scheme. Detail information from an SAR image is injected in a multiplicative scheme, while 
P detail information is included within an additive model. This method assumes that noise on the 
SAR image has been previously reduced.

Our proposed fusion scheme integrates MS and SAR image information. As explained before, 
the Hermite transform is used with a double purpose, fuse image information and reduce speckle in 
the SAR image.

Landsat 7 TM 30 m spatial resolution and spectral ranges B1 (0.45–0.52 μm), B2 (0.52–
0.60 μm), B3 (0.63–0.69 μm), B4 (0.76–0.90 μm), B5 (1.55–1.76 μm), B7 (2.08–2.35 μm), and 
SAR AeS-1 (5 m resolution spatial) images were used in this study. Landsat 7 ETM+ data was 
obtained on January 11, 2001, orbit 2647. AeS-1 data was acquired between October 1998 and 
January 1999.

We fused both sensor images with the Hermite transform and compared results with the GIM 
method [21]. GIM did not include a panchromatic image, only the Landsat and Radarsat images 
were fused as shown in Figure 24.8. Moreover, in order to make a fair comparison, speckle reduc-
tion with the Hermite transform was also applied to the SAR AeS-1 image before GIM fusion.
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Figure 24.7  Soil line in red and NIR bands obtained from different fusion methods.
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24.4.2.1  Visual Quality
Figure 24.9 illustrates the result of multispectral and SAR image fusion with the uHT and GIM 
methods. SAR images contain higher spatial resolution and more texture than MS images. In con-
trast, the former contain spectral information. Fusion results show that all these properties can be 
well incorporated into a single product. uHT- as well as GIM-fused images show significant spatial 
resolution improvement with respect to the original MS image, while no apparent spectral informa-
tion is lost. The uHT, however, shows sharper results, better image structure reconstruction, and 
more natural texture content. This can be easily noted in the airport landing track and in the river 
contours.

24.4.2.2 S pectral Quality
The spectral angle mapper (SAM) is a measure of the spectral distortion and is defined as the abso-
lute angle between the two vectors: SAM /( , ) arccos( , || || || || ),v v v v v v� � �= 〈 〉 ⋅2 2  where v v v vN= { , , }1 2 …

v v v vN= { , , }1 2 …  is the original spectral vector and � � � �v v v vN= { , , }1 2 … is the spectral vector obtained 
after fusion. Table 24.3 shows that the undecimated HT presents a 0.5° larger SAM than GIM.

24.4.2.3 C lassification
In order to evaluate the algorithm performance in real applications, original and fused images were 
classified with the ISODATA algorithm in four different classes. Figure 24.10 shows the results of 
this experiment. Deforested and vegetation classified areas are difficult to evaluate, since a ground 
truth is not available; however, the river and the airport landing track are easily identified in the 
fused images. In both cases, the uHT transform clearly separates classes more efficiently than GIM. 
It is important to note that the landing track high-resolution image primitives were not present in the 
original MS image but were injected from the SAR image.

24.5 C onclusions

In this chapter, we presented the Hermite transform as an efficient tool for image fusion in remote 
sensed data. The use of Gaussian derivatives as basis functions of the HT makes this transform 
especially suitable to represent relevant image structures such as edges. Moreover, the rotation 

(a) (b)

(d) (e)

(c)

Figure 24.9  (See color insert.) (a) Original SAR AeS-1 images with speckle. (b) SAR AeS-1 restored 
image. (c) Landsat 7 TM image. (d) uHT fused image. (e) GIM fused image.
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property of the Hermite transform presented here is an important feature that allows detecting the 
orientation of relevant image structures. This translates into an energy compaction into few coeffi-
cients of the transform. Furthermore, the local orientation property of the HT is a key factor for the 
reconstruction of oriented patterns. We profit from this property in the proposed speckle reduction 
algorithm for SAR images. While noise in homogeneous regions is reduced by means of a local 
adaptive threshold scheme, noise present on edges is reduced by reconstructing them from trans-
form coefficients that are oriented toward the proper edge direction. Another very important feature 
of the Hermite transform is the freedom to choose the subsampling factor used to compute the 
transform coefficients, the analysis window length being the only constraint. This implies that deci-
mated and undecimated Hermite transform structures can be very easily generated by just changing 
a single parameter. This is especially relevant for the construction of shift invariant image analysis 
structures.

We presented two fusion methodologies, one for multispectral and panchromatic images, and the 
other for multispectral and SAR images. In the first case, fused products showed how to efficiently 
preserve the higher spatial resolution of the P image and the spectral content of the MS image. 
Evaluation was performed taking into account visual quality, spectral quality, and biophysical vari-
able integrity. In all cases, the undecimated Hermite transform outperformed the eFIHS method 
and performed as well as AWL, both being two of the most referenced fusion methods in the recent 
literature. The proposed scheme for fusion between MS and SAR images also shows very good 
performance, since the higher resolution and relevant texture of the SAR image is incorporated into 
the MS image without losing spectral integrity. Noise reduction is a key factor in this case, since it 
is of extreme importance not to incorporate spurious information to the fused product. Comparison 
with the generalized intensity modulation fusion algorithm shows a better performance of the 
undecimated Hermite transform in terms of visual quality and spatial reconstruction. Analysis by 

Table 24.3
Spectral Distortion

Fusion Methods uHT GIM Ideal

SAM 5.41° 4.89° 0°

Note:	 Average SAM between resampled original and fused image for 
both uHT and GIM methods.

(a) (b)

River
Deforest 1

Deforest 2
Vegetation

(c)

Figure 24.10  (See color insert.) Four-class ISODATA classification applied to (a) original MS image, (b) 
uHT SAR-MS fused image, and (c) GIM fused image.
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means of the spectral angle mapper (SAM) shows that the Hermite transform method preserves the 
original spectral content with only a slightly larger spectral distortion in comparison with the GIM 
method. Moreover, an ISODATA classification experiment applied on the fused products confirms 
that the HT fusion method has the ability to better identify and separate classes in high-resolution 
image structures that were incorporated from the SAR image.
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