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ABSTRACT  

Variational approaches based on level set representation have become some of the most important methodologies used to 

handle the segmentation tasks of biological structures in medical images. Because segmentation is one of the most 

challenging processes in medical applications, all the methods fail to achieve perfect results. The major problems are due 

to noise, poor contrast and high variation of structure shapes. In this paper, we review the principal level set – based 

methods that have been designed for image segmentation applications. These approaches include: Geodesic Active 

Contour, Chan-Vese Functional and Geodesic Active Regions. We also shortly analyze one of  the first methods proposed 

for shape extraction in images by using level set representation (Malladi's method
6
). We make a comparative study of the 

performance obtained for each method applied on cardiac CT images which present strong and very marked differences 

regarding the contrast and shape variation of the structures. Left ventricle is selected as our structure of analysis. 

Sensitivity, specificity and a distance metric to compare similarities between shapes are used to evaluate the performance 

of the methods.  
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1. INTRODUCTION  

Image segmentation is one of the previous tasks before applying other high level procedures in medical image 

applications. Obtaining good segmentations is so important that most advanced processes do not work efficiently when 

objects from images are erroneously extracted. Functional and anatomical analysis of each part of the human body
1
, 

volumetric measurements and guided surgery procedures
2
 are some examples in which the segmentation performance is 

highly required. Hundreds of works have been developed during the last 20 years, but most of them fail to work correctly 

in the whole range of images for which they were created. In the area of medical image analysis, active contour based on 

implicit
3-6

 and explicit representation
7
, active shape and appearance models

8,9
 are the most famous methodologies for 

segmentation. In this work, we pay special attention to the variational methods based on level sets. 

Since its discovering by Osher and Shetian
10

, level set has been extensively employed in medical images for a great 

amount of segmentation applications
11-13

.  The main reason of its usefulness is the ability to break and merge when 

changes of topology are presented. The implicit representation of moving contours using level sets makes easier the shape 

extraction procedure. Issues related to computer implementations, discretization and facility to extend the methods to 

higher dimensions are also strong arguments to choose level set approaches.  

On the other hand, cardiac images has been the objective of analysis for an uncountable number  of researchers during the 

last decades. For this subject, level set approaches have found one of the main applications and have been intensively 

used in this types of images. The uses include ultrasound
14

,  MR (Magnetic Resonance)
15

, PET (Positron Emission 

Tomography)
16

 and CT (Computed Tomography)
17

 modalities, in which chambers segmentation (specially the left 

ventricle) cover most of the articles.  

In this work, we want to review the basic principles of the level set methodology for the segmentation of cardiac CT 

images. This type of medical data represents one of the main used modalities for heart evaluation. Calculating the left 

ventricle dimensions or its size in each phase of the cardiac cycle constitutes an important task to assess the heart 

mechanical function. The ejection fraction is a measure that can be obtained with the segmentation. Even though many 
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researchers have been working on new segmentation algorithms applied to cardiac images, the great variability found in 

the heart has made that the segmentation task still remain as an open issue. For contrast cardiac CT, it is even more 

difficult to have a universal segmentation method. In our analysis, we include the principal techniques based on level sets 

that were developed. As mentioned, tens of segmentation methods based on the level set theory have been created during 

the lasts 25 years, making extremely difficult the analysis of all of them. We selected the most acceptable and famous 

approaches based on the number of citation received. The  selection was made according to the statistical information 

found in the academic platform Google Scholar. The most cited documents are the Chan-Vese approach
4
, Geodesic 

Active Contour proposed by Caselles et al.
3
, Geodesic Active Regions designed by Nikos Paragios

5
 and the Malladi et al. 

method
6
, which was the one of the first proposal for extracting shapes by using level sets. Moreover, almost all of the 

works we found in literature, where level sets are used for medical image segmentation, are modification or combinations 

of the referenced techniques. Special attention is deserves to those works where significant adaptations are proposed to 

handle the main problems of the level sets approaches such as re-initialization
18

 and conservation of the sign distance 

function
19

. We prove each of the analyzed method in cardiac CT images. For this purpose, we try to segment the left 

ventricles in slices taken from axial tomographic studies. We present some characteristics about the algorithmic 

implementation taken into account for the level set algorithms.   

The rest of the paper is organized as follows. In section 2, we describe the four methods and the level set general theory. 

In section 3 we give some details about the implementation of the algorithms. We also talk about the materials and data. 

Finally, we present some preliminary results of our analysis and the conclusions in sections 4 and 5 respectively.  

 

2. METHODS 

In this section, we describe the principal methods covered by this study. Level sets theory, Geodesic Active Contours
3
 

Chan-Vese functional
4
, and Geodesic Active Regions

5
 are briefly depicted here. We remark the principal advantages and 

problems for each of the methods in segmentation tasks. Strong details about the methods are out of this paper and we 

recommend the readers to go directly to the referenced works. 

2.1 Level Set  

Osher and Sethian
10

 demonstrated that propagating fronts (fronts evolving in time) can be recovered implicitly as the zero 

level set of a function with higher dimension. Their demonstration has been extensively used in several fields, acquiring 

great importance in computer vision for image segmentation. In this last application, it is considered a simple closed 

curve in the image domain that moves with a specific velocity. The curve is the function that fragments the image in the 

desired regions.  

Let   be a simple and close interface (curve) which is defined in the image domain Ω:              . In segmentation 

applications, it is considered that the curve is moving or evolving in the normal direction   with a velocity field  : 

  

  
                                                                                                      

which implies that this active curve is characterized by a one-parameter (time) family of curves. Therefore, it becomes a 

function that depends on      , i.e,                                              . It has been extensively 

demonstrated that working with the explicit representation of the curve is less convenient for the algorithmic 

implementation
13, 20

. Problems related to changes of topology, emerging shapes, concavities and others are poorly handled 

in this case.  The nice work made by Stanley Osher et al.
10

 allowed that these problems can be easily solved by using an 

implicit representation of the interface. Therefore, the active curve   can be represented as the zero level set of a function 

         . With the implicit representation                           , the motion equation (1) is 

equivalent to: 

  

  
                                                                                                 

where      is the gradient magnitude of the level set function, which is defined as:                  out the curve, 

         inside the curve, and          on the curve, being   a distance function with the property:       . 

For image segmentation applications, the velocity field can depend either on the interface parameters such as the 

curvature or on the image characteristics (gray level, color, texture, gradient and others). The methods considered in this 
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work are applied to segment the entire image domain in two regions: one or several objects with similar features 

regarding a common background. Malladi et al.
6
 introduced the first approach for extracting objects from an image by 

employing level sets. Taking advantage of the moving interface, they used the velocity field for the segmentation process. 

The velocity is then made to be dependant of the object boundaries. When the active curve is at the edges of the objects, 

the velocity field vanishes. The evolution equation is described as: 

  

  
                                                                                             

where        represents a term of velocity that depends on the curvature   of the level set function;   and   are 

constant. The velocity   is a function that decreases monotonically whit the image gradient. Two type of functions with 

this property were proposed: 1)         
 

                
  and 2)                        where   is a smoothing filter 

applied on the image   and      . The idea behind this method is to stop the evolution of the level set function when 

the contour (represented as the zero level set) is at the boundaries of the objects. It happens when the gradient obtained 

from the images is relatively high. Although this method has been proved to have poor performance for real images, we 

also evaluated it here for our set of cardiac CT images. Below, we outline three of the most popular level set approaches 

for image segmentation that we used in our analysis. 

2.2 Geometric Active Contours - GAC 

Caselles et al.
3
 and Kichenassamy et al.

21
 coincidentally proposed a geometric method based on the previous work of 

Malladi
6
. They used an arc length - based functional for the segmentation task: 

                                
 

 
                                                             

where      is a gradient-based function to extract edges on the image (similar to the functions described for the last 

method),    is the derivation of the contour   with respect to   and           is the arc length of the curve.  Caselles
3
 

named its method as Geodesic Active Contour and he also demonstrated that this functional is equivalent to the energy 

function of  Kass et al.
7
 named "snakes" in other representation space. The solution for the segmentation is found by 

minimizing the last functional, which is addressed by using the calculus of variation and the gradient descent method. 

Therefore, the differential equation obtained from the minimization process of the functional is written as: 

  

  
                                                                                     

Taking into account the problems arisen from using the explicit representation of the contour, the last equation is then 

expressed by employing a level set  formulation: 

  

  
                                                                                         

 

As introduced in the Malladi's method, in this case an artificial constant   is employed in the evolution equation as well. 

Even though this approach is similar to the last one due to the fact that it uses a gradient function in the first term of the 

velocity field, here we can find a second term that substantially improves the edge detection process. For this reason, the 

application of the geometric active contour on real images must present a better performance compared with the 

Malladi's
6
 approach. We refer the readers to the original paper

3
 for more details about the method.  

2.3 Chan-Vese Functional - CVF  

One of the main disadvantages of the reviewed approaches in last section is related to the use of an image characterizing 

function based on the image gradient, i.e., an edge detector function. It is well known that a gradient-based function 

generally presents poor performance in presence of noise. Moreover, the low contrast and the lack of homogeneities of 

real images contribute to increase the poor performance. These problems are better reflected when working with medical 

images.  

Chan and Vese
4
 intelligently created a procedure based on a level set formulation to attack the segmentation problem 

without using edges detector or gradient functions. It minimize substantially the errors derived from using boundary-

based detection methods. The Chan-Vese method is an adaptation of the Munford-Shah
22 

functional for image 
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segmentation. They proposed a functional that takes as principal image parameter the gray level information of the 

regions inside and outside the contour:  

                        
     

        

                 
     

         

            

        
        

                                                                                                                                                      

where the two first integrals are considered the data terms and they measure the homogeneity of the regions fragmented 

by the contour (inside and outside the contour). The functional also includes one term that measures the arc length of the 

curve and other that calculates the area of the region inside the contour (the last integral). The area term is put to zero for 

most of the applications. In the functional         and   are constants that weight each term. A level set representation of 

this functional was formulated as well: 

                   
         

 

            
             

 

            
 

    

            
 

                                                                                                                                                   

where   and    are computed as the average of the gray level data of the image by using the pixels inside and outside of 

the contour respectively;      is a Heaviside function and      is the Delta Dirac. As in the geometric active contour, a 

solution of the last functional is obtained through a minimization process (respect to  ) by using the calculus of variations 

and the gradient descent method, maintaining   and    fixed. It leads to the following partial differential equation: 

  

  
                   

          
                                                           

with            being the initial level set function and the condition 
    

    

  

  
  . The final solution comes from 

resolving the partial differential equation. In
23

 is stated that a sign distance function can be used instead of a Delta Dirac 

function in the last equation. Details about the procedure to reach the solution is out of the scope of this paper.  

2.4 Geodesic Active Regions - GAR 

This is the last method we review in our analysis. Nikos Paragios
5
 developed an approach based on level set that have 

been extensively used for segmentation as well. Similarly, the formulation of the method for segmentation applications 

consists of a functional that is minimized in the desired solution. Here, a weighted combination of two terms is proposed 

to handle the image partition task: a region-based term and a boundary-based term. This method can be considered as a 

combination of the last two ones. In spite of using a region term based on an average of the gray level information of the 

image, Paragios
5
 opted for incorporating a Bayesian estimation through a MAP (maximum a posteriori) algorithm. This 

implies that the method requires the computation of a probability distribution function for each image partition. 

Therefore, for two partitions the functional was formulated as: 

                                        

 

 

                      
           

     

         

                

where the first term represents the boundary parameter, being               the boundary probability and      the 

boundary attraction function, and the second term is the region parameter with              being the probability 

distribution. Likewise,       are the image partitions corresponding to the regions inside and outside the contour   

respectively;      . 

As mentioned in the last methods, finding a solution implies to use the calculus of variations and the gradient descent 

method to minimize the objective function. Then, the following partial differential equation is obtained for the first one 

partition    :  
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where a level set formulation was also used. A similar partial differential equation can be obtained for the second partition 

   . As can be seen in the equation, a geodesic active contour can be used for the boundary term. Obviously, it is 

necessary to formulate a probability distribution for the region term. The rest of details about the method is well explained 

at
5
.  

 

3. MATERIALS AND IMPLEMENTATION DETAILS 

3.1 Materials  

In our evaluation, we have used several cardiac CT images taken from seven studies of tomography with different 

characteristics of contrast and resolution. Each study comes from a different patient as well, which implies that we have 

images with significant variations regarding the object of interest. The structure of analysis was the left ventricle using the 

original axial view of the tomography. The images taken for the evaluation show the left ventricle at the mid part of the 

heart. We address our analysis without taking care about the phase of the cardiac cycle in which the data was selected. 

Tomographic studies were acquired with a 16-slice CT system of SIEMENS at 120 kVp of tube voltage and 900 mA. The 

size of each image of the tomography is 512 x 512 pixels, quantized to 12 bits per pixel. Contrast agent were also applied 

on each patient. 

In order to address the manual segmentation to validate the methods, we have created an interactive Matlab® graphic 

interface that enables the experts to mark the contour of the left ventricle in the images. The application makes possible to 

select specific image sequences from the cardiac CT studies to go through with the annotation process. 

3.2 Some details about the algorithmic implementation  

We have implemented all the methods using the Matlab® 7.13 Programming Language installed on a PC with CPU of 

2.4GHz and RAM of 6 GB. For the most time-consuming processes, we used C implementation based on Mexfiles 

libraries, compiled with Visual Studio C++ 2010 Express. In this section, we also mention some of the most important 

details that we take into account to carry out the implementation of the level set algorithms. For this matter, we have 

employed the fast marching methods described in
24

. Since each of the analyzed approach uses particular image 

parameters to configure the level set evolution, we have to realize some adaptations depending on the sample images. 

These adaptations become an essential task because of the level set approaches are set up to stop the propagation at the 

object boundaries. We summarize  the implementation details as follows.   

1) The boundary-based methods (Shape extraction method of Malladi et al.
6
 and Geodesic Active Contour

3
) are designed 

to stop the evolution of the level set function at positions where the gradient of the images is relatively high. For real 

images, as the cardiac CT examples used here, the gradient that defines the edge of the analyzed object changes 

significantly from one example to other. With the simple gradient-based monotonically decreasing function described in 

section 2.1 and 2.2, the evolution process does not work efficiently for each example. This is due to the varying contrast, 

noise and poor definition of edges. In this part, we used a step function to threshold the gradient-based function at the 

boundaries of the objects:  

         
                     

                            
      (12) 

 

where the threshold   is experimentally and manually selected from the image histogram;        is the field velocity of 

the level set at the position      .  

2) The region-based approaches are more suitable to handle the problems related to the variations of the input images. For 

the Chan-Vese Functional we average the gray level of the regions inside and outside the active contour to compute the 

parameters    and    respectively. This computation is made in each iteration. For the Geodesic Active Region method, 

we assume Gaussian probability distribution for the regions. Standard deviation and mean of the Gaussian function were 

experimentally obtained from the input image. As in the CVF method, the Gaussian parameters in the GAR approach can 

be computed in each iteration. Instead, we calculate them one time by selecting two windows from the image: the first 

window is taken inside the region of the left ventricle and the second one is obtained in the region of the septum. Thereby, 

we could reduce the computation time of the GAR method.  
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3)It has been demonstrated that the distance function in methods based on level set must be re-initialized to avoid 

degradations that can lead to errors in the evolution process
18-19

. The period to re-initialize the level set function in this 

work was experimentally chosen for each example.   

4)Finally, since the field velocity in all the methods includes diverse types of terms (contour-based terms and image-

based terms), we have to normalize them to the same range of variation to avoid bias in the results caused by any of them. 
 

4. RESULTS AND DISCUSSIONS 

As mentioned, the methods are evaluated in seven images taken from cardiac CT studies. Each method is applied on both 

the original images and the filtered version of them. We use common Gaussian filters for smoothing the images. In this 

section, we address quantitative and qualitative analysis of the approaches. We also make subjective comparison among 

the obtained findings. Even though the initialization for segmentation tasks using approaches based on level sets is not a 

critical requirement, we try to use the same initial contour to maintain a standard experiment. This initialization was 

manually put on the images. We selected a point in the images to drawn the initial contour around it, which consist of a 

circular shape with a radius r. Regarding the boundary-based methods, in this section we only show results of the 

Geodesic Active Contour approach.  

In figure 1 we observe three of the seven sample images that we used for the evaluation. As shown, there are significant 

differences related to the image contrast and shape of the left ventricle. Additionally, the initial contour, manually put on 

the images, is visualized.    

The best obtained results of the each method applied on the images shown in figure 1 are illustrated in figures 2 and 3. As 

can be seen, the Geodesic Active Contour method does not present acceptable visual result; "leaking" problems of the 

level set function are notable in the boundary of the object. Figure 4 illustrates other visual results for other image of our 

dataset. 

In the quantitative analysis, we use a point-to-curve distance metric to estimate the approximated error of the 

segmentation. The comparison is made against the manual segmentation, which is obviously made by the expert. Here, 

we address the comparison between the two region-based methods because in the Geodesic Active Contour was not 

possible to achieve a stable solution for all the examples. The reason was the "leaking" problems of the level set function 

out of the boundary of the objects. In table 1, we depict the obtained results which are put in pixel values. These results 

corresponds to the average Euclidean distance per point. 

 

 

Figure 1. Sample images and the initial circular contours used for each of them. 
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   a)    b)    c) 

Figure 2. Segmentation results by using the first image of figure 1with the method: a) Geodesic Active Contour, 

b) Chan-Vese Functional and c) Geodesic Active Region. 

 

 
   a)    b)    c) 

Figure 3. Segmentation results by using the second image of figure 1with the method: a) Geodesic Active 

Contour, b) Chan-Vese Functional and c) Geodesic Active Region. 

 

 
   a)    b)    c) 

Figure 4. Segmentation results by using other image example with the method: a) Geodesic Active Contour, b) 

Chan-Vese Functional and c) Geodesic Active Region. 
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Table 1. Point-to-Curve Distance measure for results obtained with the CVF and GAR methods. 

Test Images CVF Method (mean ± std) GAR Method (mean ± std) 

Image 1 4.1324 ± 4.0704 3.2721 ± 4.3418 

Image 2 1.8666 ± 1.3579 2.5183 ± 3.1299 

Image 3 3.8008 ± 2.3404 2.3120 ± 2.3305 

Image 4 7.1218 ± 3.8059 4.8308 ± 4.0378 

Image 5 6.7199 ±3.7648 4.0989 ± 2.8884 

Image 6 3.7145 ± 2.9439 3.8066 ± 2.9900 

Image 7 5.7558 ± 4.4906 5.6664 ± 4.9738 

 

Some details as the re-initialization period, selection of the parameters values for each method and the types of filters to 

apply in each example were defined from the experiments. The weight parameter   for the GAR method, the constants 

       and    of the CVF method and the threshold   in the GAC method are part of this experimental selection. We 

have   made a preliminary analysis of the gray level information of the images in order to choose the parameter values. 

Even though special effort has been made by many authors to automatically solve these problems, it is still a very hard 

and difficult task. A better result was obtained giving a bigger weight to the region term in the GAR method. In table 2, 

we also present sensitivity and specificity measures to quantify the binary detection of the regions of interest for each 

example by using the CVF and GAR methods.  

 

Table 2. Sensitivity and specificity measures for results obtained with the CVF and GAR methods. 

Test 

 Images 

Sensitivity  Specificity  

CVF Method GAR Method CVF Method GAR Method 

Image 1 0.9574 0.9286 0.9874 0.9907 

Image 2 0.9913 0.9725 0.9965 0.9989 

Image 3 1.0000 0.9720 0.9910 0.9979 

Image 4 0.9999 0.9781 0.9852 0.9959 

Image 5 0.9967 0.9394 0.9825 0.9968 

Image 6 0.9985 0.9659 0.9896 0.9976 

Image 7 0.8789 0.8910 0.9992 0.9990 

 

4.1 Discussions  

From the visual results, we can infer that the best performance is obtained with the region-based methods (CVF and 

GAR). Although the approximation is good in both cases, there are two marked differences to analyze here from our 

implementation. These differences can be very useful at the moment to chose a method. 1) The GAR method is more 

sensible to the gray level variation than the CVF approach. For these examples, it was reflected in such a way that regions 

of the papillary muscle were segmented in the left ventricle when using GAR. Parts with small gray variations are 

extracted as well. This behavior is not attractive in applications for segmenting the left ventricle. 2) On the other hand, the 

CVF method is slower than the GAR approach. In applications where the amount of data is critical, having faster 

algorithms is more convenient. Although CVF method can be considered as a particular case of the GAR approach when 

using Gaussian distribution in the region term, the GAR method also includes a boundary term to assist in the 

segmentation task. It represents a significant increment of the computation time. With the same period of re-initialization, 

in our implementation we obtained differences close to 100 iterations between the convergences of both methods. From 

table 1, we can see that the results achieved are very similar. There are not remarkable differences about the quantitative 
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analysis between the methods (CVF and GAR). Errors as the segmentation of the papillary muscle are not visible with the 

distance metric.  These errors are found with the GAR and GAC methods (see figure 3a and 3c). The main reason is the 

boundary term which is included in both methods. However, table 1 shows acceptable approximation for the 

segmentation achieved in both methods. Results specified in table 2 show that a better detection rate for the left ventricle 

was achieved with the CVF method (sensitivity) while a best specificity for all cases was obtained with the GAR method. 

Table 2 reflect very short differences between the performances of both methods as well. 

The gray level information in the CVF method represents the most significant contributor for the segmentation task. This 

could indicate that others regions of the images that have similar gray values to the left ventricle should be segmented as 

well. However, in our implementation we used signed distance functions as the level set function. As indicated in last 

figures, these objects are far-off the left ventricle, and even more far-off the initial contour. It implies that bigger distance 

values are assigned in those regions, avoiding the segmentation of those objects. Moreover, the re-initialization process 

contributes to prevent the segmentation of those undesired regions.    

The GAC method fails to segment all the left ventricle of the images in figures 2 and 3. The reason is that the edge 

detection process by using the functions described in the last section does not work perfectly in the object boundary. Poor 

definitions of edges and low contrast cause this behavior, i.e. the complete boundary of the object is not characterized 

with similar gradient magnitudes. This behavior is spread out in all the examples. 

 

5. CONCLUSION 

We have developed a comparative study of the most popular segmentation methods based on level sets for shape 

extraction in cardiac CT images. The methods were implemented and compared by using qualitative and quantitative 

analysis. The region-based approaches (GAR and CVF) presents enormously better results than the boundary-based 

methods for the cardiac CT images. Better edge detection functions are needed in these types of segmentations. In all 

cases, the best result was obtained with the filtered version of the input images. Finally, for these application's types is 

completely necessary to introduce prior information to the formulation of the methods. Geometrical knowledge, gray 

level distributions and texture are common prior information used to handle the segmentation problem.  The work can be 

serve as a base to chose a method for this and others applications. 
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