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Hermite transform substantially improved with the proposed scheme. Since AAM-based approaches process

local information, an automatic method is also proposed to initialize the multi-texture AAM.
For this purpose, a database of pre-segmented images was built. Then, techniques such as
thresholding, mathematical morphology and correlation are combined to identify the po-
sition and orientation of the left ventricle. Typical issues found in fetal cardiac ultrasound
images such as different orientations and shape variations of the heart cavities can be easily
handled with the designed method.
Results: Several images of fetal echocardiography were used to evaluate the proposed seg-
mentation method. The algorithm performance was validated using different metrics. We used
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The proposed algorithm was also validated by comparing it with other segmentation methods.
Conclusions: We have designed an automatic algorithm for left ventricle segmentation in fetal
echocardiography. The reported results demonstrate that the proposed approach can achieve
an efficient segmentation of the left ventricular cavity. Typical problems found in images of
fetal echocardiography are satisfactorily handled with the proposed multi-texture AAM scheme.
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1. Introduction

Ultrasound is one of the most used imaging modalities for clini-
cal applications. Ultrasound energy and acoustic properties of
the body are used to build images from stationary and moving
tissues. A set of pulses is emitted and amplitudes of the re-
turning pulse-echoes are coded as gray values of the images
[1]. Ultrasound systems can be used for volume measure-
ments, anatomic distance quantification and motion evaluation.
With recent advances of ultrasound systems, three and four
dimensional studies can be obtained. Real time analysis can
be performed with these new advances [2].

This medical imaging technique has become the standard
modality for fetal evaluation. Compared with other medical
imaging modalities, the most important characteristics of ul-
trasound systems are low cost, non-ionizing radiation,
accessibility and low risk for the fetus [3,4]. Because ultra-
sound is also safe, painless, provides extensive and immediate
results, it is a very convenient technique for fetal assessment
[3,5,6]. Fetal ultrasound is frequently employed for detecting
congenital diseases as well as determining the fetal age, size
and gender [5-8].

Cardiac assessment is another utility of obstetrical ultra-
sound [5]. Evaluation of the human fetal cardiovascular system
can be made using fetal echocardiographic studies. Since de-
tection of congenital heart diseases is currently of main concern
for physicians [7], analysis of the fetal heart is a fundamental
task. Several tasks can be addressed to assess cardiac func-
tion: measurement of the heart stroke volume, quantification
of the left and right ventricle volume at both end-diastolic and
end-systolic phases [9] and motion analysis of the myocar-
dial wall [10]. Evaluation of the fetal heart using ultrasound
images requires segmenting the cardiac cavities. Manual an-
notation is a time consuming task which also depends on the
observer. Automatic and semi-automatic algorithms are nowa-
days necessary tools to perform objective evaluations.

Generally speaking, the main challenges of segmenting ul-
trasound images are imposed by the image quality which is
substantially degraded by the speckle pattern [11]. Although
many efforts have been made during the last twenty years re-
garding the automatic segmentation of ultrasound images, the
problem is still open. Moreover, the problem becomes more
complicated when working with fetal cardiac ultrasound
because the shape of cardiac cavities may considerably vary
during different gestational ages.

Many limitations have been recognized for ultrasound
systems. As mentioned, drawbacks of working with ultra-
sound data are related to the image quality, which is manifested
in negative characteristics such as low contrast, missing con-
tours, shadows and many other artifacts [12] that directly affect
the clinical interpretation accuracy. These limitations also
impact the performance of automatic segmentation algorithms.

The segmentation problem of ultrasound images has been
tackled using different types of approaches [13]. Most research-
ers have opted for shape-based and trained models [13-17]
because in these methods the segmentation is carried out
within a limited range of variation which is normally defined
by known shapes. These methods have demonstrated to be ef-
ficient proposals to handle the problems of ultrasound images.

Segmentation of ventricular cavities has been of main inter-
est for researchers using ultrasound images [13]. A variety of
authors include prior knowledge for the heart chamber seg-
mentation [14-19]. Hansson et al. [20] presented a segmentation
model for B-mode cardiac ultrasound based on a Bayesian for-
mulation. The method uses prior knowledge of the left ventricle
and atrium position. Active contours are some of the methods
that have attracted more attention to address the segmenta-
tion task in medical applications [14,16,19]. Marsousi et al. [14]
proposed an adaptive method using a B-spline Snake model
applied to segmentation of the left ventricle endocardial bound-
ary in echocardiographic studies, combining external forces and
employing a multiresolution strategy. Among the segmenta-
tion methods which incorporate prior knowledge, active shape
models (ASMs) [15-17] and active appearance models (AAMs)
[18] have demonstrated to be very efficient. They have also been
used in echocardiographic images [15-18]. Classic ASMs and
active contour models present many limitations in ultra-
sound images [15-17,19] due to the fact that they are based
on edge characterization. As known, missing edges are some
of the main problems of ultrasound images. In this work we
adopted AAM because this method was designed to segment
known shapes. It is also a good alternative to analyze not only
the shape but also the object texture [21,22]. Combinations of
active contours with ASM [16], graph cuts with AAM [23] and
K-means with active contours [24] are other alternatives that
researchers have used for segmenting cardiac ultrasound
images. However, many of these techniques are very sensi-
tive to initialization and parameter selection [25].

We propose an automatic method applied to the left ven-
tricle segmentation using fetal echocardiography. The method
consists of an AAM scheme where the left ventricle texture is
modeled using the steered HT. Since AAM algorithms use image
textures, we must find an efficient mechanism to represent this
feature. The HT [26,27] is a mathematical tool which has been
widely employed for texture coding [28]. It decomposes an image
into a set of coefficients using a basis of orthogonal func-
tions corresponding to the Hermite polynomials [26-33]. One
of the most important characteristics of the HT is its ability
to perform directional analysis by simply steering its coeffi-
cients [32]. It is well known that some image patterns such as
edges and textures are better analyzed using directional op-
erations [31,32]. The effectiveness of the HT as method to extract
image features has also been demonstrated in several appli-
cations [29,30,33].

We then present a novel multi-texture AAM scheme for seg-
mentation of fetal ultrasound images in which the HT
advantages and its steering property are exploited. Com-
monly, texture modeling in classic AAMs is carried out using
the original image. However, this is not the best option when
working with ultrasound images due to the speckle pattern.
In our scheme we incorporated the steered HT into the AAM
algorithm in order to obtain a wider description of the object
texture. Additionally, relevant image information of such as
edges and homogeneous regions can be identified with these
coefficients while preserving the cardiac cavity features. Since
AAM is a local algorithm, the initialization must be good enough
in order to achieve an optimal segmentation result. The design
of an initialization scheme is a very challenging task because
in most applications object localization may significantly vary
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in the images. Even more, cardiac cavities in echocardiography
may exhibit random orientations because fetuses can present
different positions during an ultrasound study. To solve the ini-
tialization problem we designed a method that finds the fetal
left ventricle by comparing the input image with a database
of sample patches of the region of interest.

Several fetal echocardiographic images have been used for
evaluating the performance of the proposed algorithm. A quan-
titative analysis was made using several metrics demonstrating
the effectiveness of our method.

1.1. Related works

In this section we present a short review of methods that have
been applied to segment the fetal heart in ultrasound images.
Most of the designed approaches to segment echocardiographic
images are focused on studying adult patients. Segmentation
of fetal echocardiographic images is currently a hot topic. At
present time, there is not much literature regarding the seg-
mentation of fetal cardiac cavities in ultrasound data. Some
of the most relevant works are focused on segmenting four
cardiac cavities and the rest of them were only designed to
analyze the left ventricle.

Fuzzy algorithms, active appearance models and level set
methods have been used to segment fetal cardiac ultrasound
images [25,34-37]. Guo et al. [25] presented a novel approach
combining a sparse representation, a global constraint and a
local refinement technique with active appearance models.
Sampath et al. [34] proposed a fuzzy connectedness tech-
nique to segment all four chambers of the fetal heart. Image
preprocessing is the first step of this approach which uses a
probabilistic patch maximum likelihood estimation to reduce
the speckle pattern in the ultrasound image. The fuzzy con-
nectedness method includes reference seed points selected from
the fetal cardiac structure.

Dindoyal et al. [35] employed a level set method with a prior
knowledge model for fetal heart segmentation. Lassige et al.
[36] also employed a level set method for delineating the en-
docardial borders of septal defects present in the fetal cardiac
cavities. Deng et al. [37] have used an active cardiac model for
segmentation of cardiac structures during early fetal ultra-
sound. The approach consists of a preprocessing phase where
the area of interest is first located through an automatic de-
tection based on motion estimation and anisotropic diffusion
methods. Subsequently, the active cardiac model is used to de-
scribe the cardiac cavity motion.

1.2.  Contributions of this work
Two main contributions are presented in this work:

e Initialization stage. We built a database which is com-
posed of pre-segmented image examples with the most
representative variations of the fetal heart region. These
variations are related to orientations and scales that cardiac
cavities may exhibit. Subsequently, we used a correlation
operator between the input image and those of the data-
base to detect the left ventricle position.

Multi-texture AAM using the steered HT. We designed an
AAM scheme which combines several texture maps

obtained from the steered HT. With this framework, the per-
formance of classic AAM is substantially improved.
Coefficients of the steered HT are used as texture maps. We
built a statistical model for each coefficient, and after they
are combined using a weighted scheme.

2. Methods
2.1.  AAM-based segmentation

AAM is one of the most used methods for medical image seg-
mentation. A statistical model is obtained from a training set
in this algorithm. The main objective of this technique is to
code possible shape and texture variations of the structures
under study. Not only the shape but also the texture is pro-
cessed in AAM algorithms. In order to build the statistical model,
landmarks and gray levels of the patch enclosed by land-
marks are used. A finite number of training samples are needed
to build the model. This technique uses prior knowledge of the
structure of interest which is acquired from a training stage.
This characteristic constitutes a great advantage with respect
to other methods. The shape and texture vary within the range
defined by the training set. Objects of interest in AAM algo-
rithms are then described using shape points and texture. The
training process is composed of three main stages: building a
statistical shape model, construction of a statistical texture
model and combining both statistical models. The algorithm
is briefly described as follows.

2.1.1.  Statistical shape model

The process begins with the training step using M sample
objects. Each shape S, (b=1,2,..., M) of the training set is rep-
resented by N points corresponding to their spatial coordinates,
Sy ={(Xpi, ¥5i)li=1,2,...,N}. Shapes of the training set must be
aligned to a reference shape. Several methods can be used for
this purpose [21,38]. The mean shape S and the principal modes
of variation are obtained by computing principal component
analysis (PCA) to the set of aligned data. The statistical shape
model is then calculated as

S=S+Pf (1)

where P is the matrix containing the set of eigenvectors cor-
responding to the highest eigenvalues (4), f is a vector called
shape parameter whose elements vary within the range

-3JA4 < fi <34 [21,22].

2.1.2. Statistical texture model

The statistical texture model can essentially be obtained by
following the same process carried out for the shape model.
Here, the object texture is selected as the image patch en-
closed by the shape points. Therefore, using the set of M texture
samples described by G, =[gp1, G, ---, Gur |, Where k is the size
of the texture vector (number of pixels) obtained from the image
patch and gy(j=1,2,...,k) is an intensity value, we align the
training set to a reference texture. Warping methods are used
for this purpose [39]. Similarly, a mean texture G and the prin-
cipal modes of variation are calculated using PCA. The statistical
texture model is written as



234 COMPUTER METHODS AND PROGRAMS IN BIOMEDICINE 137 (2016) 231-245

G=G+Lr )

Similarly, L is a matrix which contains the eigenvectors
corresponding to the largest eigenvalues (0,) and r is the
vector of texture parameter varying within the range
-3y, <1, <3J0,. By varying f in Eq. (1) and r in Eq. (2) we can
generate new shapes and textures respectively.

2.1.3. Combining statistical models: shape and texture
A new robust and compact statistical model can be built by
combining the shape and texture models. First, vectors b and
r (shape and texture parameters) are concatenated in one vector
d with the aim of using only one parameter to control both char-
acteristics: shape and texture.

Therefore,

e [wf} _ [wi—l (S —75):| o)
r L(G, -G)

The term w is a weight matrix which normalizes the varia-
tion range between shape and texture parameters. This variable
is necessary because shape parameters are measured in co-
ordinates while texture parameters are measured in intensity
values. A new stage of PCA is applied to vector d. As a result

of the PCA stage, the final statistical model which combines
shape and texture is found:

d=Qc 4

where Q is the set of eigenvectors selected according to the
highest eigenvalues (¢) and c is the new vector of parameters
used to control shape and texture simultaneously. New ex-
amples of texture and shape can be obtained by simply varying
the vector c. Equations (1) and (2) are then rewritten as

S=5+Pw'Qsc (5)

G=G+LQgc (6)

where Qs and Qg represent the combined set of eigenvectors
of shape and texture respectively.

2.1.4. Segmenting with AAM

For segmentation of new images with AAM, it is required to
find the parameter c that better fits the trained model to the
new input image. This parameter guides the texture and shape
models during the segmentation. The difference between the
statistical texture model (I;) and the target image (I;;) must
be minimized. This is expressed as the vector dl.

Ol =Iy — Iy (7)

The original matching algorithm uses a linear regression
method which was first developed in Ref. [21] and subse-
quently improved by Cootes and Taylor [40]. This method
computes the difference dI to estimate the parameter c through
each iteration. A regression matrix R has to be computed in
the training process. This matrix codes the possible varia-
tions regarding the texture (intensity levels) and shape (rotation,

translation and scaling) parameters. Therefore, new shape co-
ordinates and texture map are calculated using Egs. (5) and (6).
This final information is taken as initialization for the next it-
eration. This procedure continues until the appearance model
remains unchanged for a number of iterations.

2.2. Proposed method

Intensity changes of the input images may significantly reduce
the segmentation performance of original AAM algorithms. It
has been widely demonstrated that using intensity levels as
raw texture data to build the active appearance model leads
to inaccurate fitting during the AAM search [41-43]. More-
over, it is still more unpractical to code textures using original
intensity values when working with fetal echocardiographic
images. Here, the speckle pattern highly degrades the image
quality, making almost impossible to identify features such as
edges and homogeneous regions. The effect of using differ-
ent texture patterns in AAM algorithms has been previously
analyzed in Ref. [44] demonstrating that appearance model
matching capabilities are improved when applying texture pro-
cessors to the raw data. Nonetheless, robustness of texture
matching applications is improved when texture codification
is performed using other representation space through image
transform tools [43,45-47]. The Gabor transform has been re-
cently proposed for coding image textures in AAM [43,46].
Wavelet-based methods have also been used in combination
with AAM for image segmentation [47].

Since AAM is a local method, the initialization process also
becomes a critical problem for segmentation performance. The
initial instance needs to be good enough in order to achieve
an acceptable segmentation. Therefore, automatic algo-
rithms based on AAM need efficient initialization methods.

In this work we propose a method which combines AAM
and the steered HT for the left ventricle segmentation in fetal
echocardiography. Coefficients of the steered HT are used to
build the appearance models with the aim of improving the
segmentation performance. The HT is relevant for image pro-
cessing applications because it incorporates significant
properties of the human visual system such as local direc-
tional analysis and Gaussian derivative models of early vision
[28,33,43,48]. This transformation provides relevant details of
images which are important for developing algorithms of
medical image application [26,29,30]. Fig. 1 outlines the pro-
posed scheme. It consists of three main stages: initialization,
steered HT and multi-texture AAM segmentation. For the ini-
tialization process we have built a database which is used for
matching purposes. Details for this database will be ex-
plained in this section as well.

2.2.1. Database for initialization

For initializing the algorithm, we built a database of image
patches which includes the four cavities and descending aorta.
These cardiac structures are illustrated in Fig. 2. These patches
were selected from the set of training images. In order to cover
the possible variations (orientations and sizes) present in the
cardiac region, we have manually rotated and scaled the origi-
nal image patches using several angles and scales respectively.
Because we used image patches taken from the training set,
we know the left ventricle position on each sample patch. The
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Fig. 1 - General scheme of the proposed multi-texture AAM
method.

database was built using 15 images. We used 17 rotations within
the range [0, 27] and two scales for each image. After rotating
and scaling, the database finally consists of a total of 510 image
patches. Image examples of the built database are shown in
Fig. 3. It can be seen that images present different orienta-
tions and sizes regarding the heart region. By rotating each
original image 17 times, i.e. each 21 degrees approximately, we
can fill the space of possible variations with respect to the ori-
entation. It is worth mentioning that this criterion is valid for
images of our set of data. However, a database with more ro-
tation angles can be built if needed. Fig. 3a shows the set of
image patches obtained after performing 17 rotations of an
original patch. The same criterion was applied to the number
of scales used to build the database. In our case, it was enough
to use two scales in order to cover the possible sizes for the
left ventricle region in our set of data, considering phases from
diastole to systole. Generally speaking, diastole is the phase
where the left ventricle is more expanded and exhibits a bigger
size with respect to systole phase. Fig. 3b shows image patches

Fig. 2 - Fetal 4-chamber view. LA = left atrium; LV = left ventricle; RA

aorta.
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Fig. 3 - Image examples of the database used for initialization. (a) An image patch at seventeen different rotation angles.
(b) Original and scaled patches at systole (left) and diastole (right) phases of the cardiac cycle.
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Fig. 4 - General diagram of the automatic initialization algorithm for left ventricle segmentation.

obtained after performing the scaling process. Examples are
presented for both diastole and systole. Once the database has
been stored it can be used to initialize the segmentation method
for new examples. This is achieved using a matching process.

2.2.2. [Initialization

We propose a novel initialization method which detects the
left ventricle position inside the fetal cardiac ultrasound image.
The heart cavities can exhibit different orientations inside the
ultrasound image due to several reasons such as fetal and trans-
ducer positions during the acquisition process. It imposes a
great challenge for the automatic initialization algorithm. The
heart region size is also an important characteristic to take into
account in the initialization process. Fig. 7 illustrates three ex-
amples with the typical variations depicted here.

The region of interest inside the heart includes the cavities
and descending aorta (see Fig. 2) [49,50]. Even though in this work
we are only interested in analyzing the left ventricle, we use the
whole heart region in the initialization algorithm.

The initialization process is carried out through three stages.
Fig. 4 presents a general diagram of the initialization algo-
rithm. With a new input image to be segmented, the
initialization algorithm follows these steps.

2.2.2.1. ROI detection. We first identify the region of inter-
est in which the fetal heart is localized. For this purpose, a
multilevel Otsu’s thresholding method is used to divide the
image into four different classes. Four regions can be identi-
fied inside the ultrasound image: background, cardiac structures
such as four chambers and aorta, muscles and ribs (see Fig. 4b).
Afterward, the second class is selected as the cardiac region
(four chambers and aorta). The input image is then binarized
according to this region. This step is shown in Fig. 4c. In order
to find the cardiac structures, the biggest and smallest objects

are selected from the binary image as shown in Fig. 4d (top
and bottom respectively). We then apply morphology opera-
tors to remove some artifacts. The cardiac cavities finally
correspond to objects with the biggest areas (Fig. 4e, top), and
the aorta is the object with the smallest area which is closest
to the cardiac cavities (see Fig. 4e, bottom). The final binary
image is composed of the objects representing the cardiac cavi-
ties and aorta as shown in Fig. 4f.

2.2.2.2. Correlation-based matching. The ROI detection helps
in identifying the region where cardiac structures are located.
This region is then mapped into the original input image with
the aim of selecting an image patch that includes the cardiac
structures. This can be seen in Fig. 4g. Here, cross correlation
is applied between this region and each patch of the previ-
ously stored database (see Fig. 4h). With this process we can
identify the patch that better matches the selected region in
the original image which contains the cardiac structures.

2.2.2.3. Initial shape selection. Finally, the database patch found
in the last stage is used to pose the initial shape of the left
ventricle. This can be achieved because coordinates of the left
ventricle contour are known for each patch of the database.
This final step is represented in Fig. 4i.

2.2.3. Hermite transform (HT)

The HT is a useful mathematical tool for image analysis ap-
plications. The decomposition process is locally obtained by
first windowing the input image with a Gaussian function and
then projecting it using orthogonal polynomials. In order to de-
compose the complete image, we have to shift the window to
cover all possible positions. Here, the Hermite polynomials
are employed to analyze the windowed information. They
satisfy the orthogonal condition with respect to a Gaussian
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are the normalized polynomials. Let I(x, y) be an arbitrary func-
tion, the HT of I can be defined as

Linn(p,@) = [ [ 1(%,Y)Punm(X=p,y @) V2(x-p,y-q)dxdy (8)

where m and n — m correspond to indices of the polynomials
employed for the decomposition, Ly... corresponds to the
cartesian Hermite coefficients, and n is the order of transfor-
mation. Each coefficient of the HT is simply obtained by
convolving the input image with the set of filters described by:
Dinnm(X,¥) = Ponm (=%, —y) V?(=x, —y), after subsampling at po-
sitions (p, q). According to the Hermite polynomial properties,
the filters can be represented as Gaussian derivative operators:

1 dm dvl—m

Dm,n—m (X, }’) = = & (Xv )’) (9)
J2r-m)tm!| (" Ly
a3 a2)
1 )
where V3(x,y)=——5e

2
ovn
Fig. 5a shows(an e)xample of the HT up to second order
applied to an image of fetal echocardiography. Each coeffi-
cient of the HT is useful to find specific features of the input
image such as edges, zero-crossings and texture.

2.2.4. Steered Hermite transform
A main characteristic of the HT is that local directional analy-
sis can be performed [27,28,31-33] by steering the cartesian

Hermite coefficients. The process is made through a linear com-
bination of the cartesian coefficients [31,32].

From a mathematical point of view, coefficients are then
separated in spatial and polar domains and their Fourier trans-
form can be now written in polar coordinates. With @y = @ cos 6
and ay = @ sin 6 this can be expressed by:

dm (wx)dnfm (wy) = qmn-m (0) . le (ﬂ)) (10)

where dn(w) represents the Fourier transform of each
filter:

1

d“((l)) = \/ﬁ

(—jwo)" e/ (11)

Filter orientation is given by:

Qmn-m (0) = (;jcosme -sin"™Q (12)

Considering the orientation frequency functions, this prop-
erty of the Hermite filters can be defined as

(0= 00) = 3. (05) 0 1:(0) (13)

where ¢ (g,) are the steering coefficients. Finally, the steered
Hermite coefficients are obtained by:

Lm,nfm,e = 2 qi,n—iLi,n—i (14)
i=0

where Ly,-me are the steered coefficients. Fig. 5b shows the
steered HT calculated for coefficients previously obtained in
Fig. 5a. A great advantage of the steered HT is that most of the
energy is concentrated in a few coefficients (first line of
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coefficients in scheme of Fig. 5b). More details about the HT
and its steering property can be reviewed in Refs. [26-33)].

2.2.5. Multi-texture AAM

From an image processing point of view, it is well known that
the speckle pattern is one of the main problems to handle when
analyzing ultrasound images. Generally speaking, images with
speckle are difficult to process because edges are not visible
and seem to be unconnected. Moreover, regions of the objects
of interest are not homogeneous. This problem has encour-
aged researchers to design denoising algorithms to improve
the detection performance in ultrasound images. There is a ten-
dency to take advantage of the speckle pattern in order to
extract texture information implicit in the speckle pattern,
instead of using denoising algorithms [51,52] . The reason is
that there is valuable information regarding the object of in-
terest which can be modified if a filtering process is previously
applied. This idea is followed in this work and we propose to
use the steered HT as mechanism to code texture informa-
tion without using a denoising stage. Here, local spatial
relationships between neighboring pixels are efficiently ob-
tained by applying this polynomial transformation.

The steered Hermite coefficients up to second order
(Lo,o, L1,0,6, L2op) are used to build the proposed multi-texture
AAM. For this purpose, an independent AAM is created for each
steered coefficient. Our goal is to combine these models in order
to obtain an efficient segmentation. Three different texture pat-
terns are processed with these coefficients: intensity, edges and
zero-crossings. With this method we aim at providing a robust
scheme which is able to address the segmentation by analyz-
ing three types of image features. Two main steps are followed
in this process.

The first step consists of building an AAM for each steered
coefficient in order to code its statistical properties. It implies
to compute the steered HT using images of the training set and
then build an AAM for each selected coefficient.

The second step corresponds to the active search in which
the stored statistical models are used for segmentation of new
images. We assume that the steered Hermite transform up to
order n =2 has been previously applied to the input image. More-
over, the initialization stage has also been performed and an
initial shape has been obtained. Then, using the initial shape
position, the input texture pattern is obtained. In this step, each
steered Hermite coefficient and its corresponding trained model
must be processed. Here, we will assume that jO indicates a
particular steered coefficient, with j = 0,1,2. The difference (6;,)
between the input texture pattern and statistical texture model
obtained from training must be calculated using Eq. (7). The
vector of parameters coj, which controls the shape and texture
variations of the appearance model is subsequently com-
puted. Then, the optimum coj, is updated as follows:

cojo = colg" — Rjodljo (15)

where Rj, is the regression matrix obtained during the train-
ing stage and t indicates the current iteration. The algorithm
active search is an iterative process which needs an initial co.
Normally, it is set to zero. As mentioned, by using coj, we can
update the statistical shape and texture models. For the latter,
Eq. (6) is employed. It means that the statistical texture model

is updated for each steered Hermite coefficient indepen-
dently. Since we are finally interested in obtaining only the
contour of the segmentation, we propose to compute a general
statistical shape model by performing a weighted combina-
tion using all the shape models obtained for the steered
coefficients. Equation (5) is therefore modified as

2 —
S: = 2.a;(Sjo + PowjoQjocojo ) (16)
j=0

where g; corresponds to weights assigned to each shape model,
normalized to ¥%,a; =1. Since the segmentation objective is
to find better positions for the initial shape points, we only use
a combination of the shape models. However, the input texture
patterns and statistical texture models guide the appearance
models deformation. The algorithm is iterative and the result
in Eq. (16) is used as initialization for the next iteration.

Fig. 6 shows examples of two modes of variation of the sta-
tistical texture models used in this work. They were obtained
for the steered Hermite coefficients selected to construct the
multi-texture AAM.

3. Experiments and results

Results of the implemented method were evaluated using real
ultrasound images of the fetal heart. The left ventricle ac-
quired at the original axial view was used for analysis. We
compared the proposed method results with other related and
common approaches found in the literature. Quantitative and
qualitative performances are presented in this section.

3.1. Materials

For evaluation of the proposed method we used a total of 10
study cases, each one corresponding to a different patient. They
were acquired from normal fetuses without cardiomyopa-
thies. In total, we have 143 real ultrasound images showing the
fetal heart at several phases of the cardiac cycle from dias-
tole to systole. All studies were provided and collected by
Instituto Nacional de Perinatologia, México. Ultrasound studies
were acquired with a Volunson E8 system of General Electric.
All images were manually segmented by the physician. Image
size varies from 190 x 230 to 360 x 280, quantized to 8 bits per
pixel. All test images present variations regarding heart posi-
tion, size and contrast.

3.2. Performance evaluation

We used a database of 98 annotated images corresponding to
5 patients for training the multi-texture AAM. The left ven-
tricle contour was subsampled using 50 landmarks. A total of
45 images corresponding to the rest of patients were used for
validation. Images at different phases of the cardiac cycle were
evaluated.

3.2.1. [Initialization algorithm
Initialization is a critical stage for active appearance models.
Since AAM is a local method, the initial contour needs to be
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Fig. 6 - Two modes of variation of the statistical models using texture maps given by coefficients Ly, L1, and L,,, of the
steered HT. ¢ corresponds to the first eigenvalue obtained for each appearance model (see Section 2.1.3).

near the left ventricle. Fig. 7 illustrates initialization results using
three images of our dataset.

As mentioned, the cardiac cavities may present different
orientations and scales in fetal cardiac ultrasound images. It
can be seen in Fig. 7 how our proposed initialization algo-
rithm can handle these types of variations.

Table 1 presents quantitative evaluation of the initializa-
tion algorithm. The Euclidean distance (reported in pixels), Dice
coefficient and error of the estimated orientation were com-
puted. These metrics were calculated by comparing the initial

pose with the ground truth. The orientation was obtained with
respect to the major axis of the left ventricle cavity.

We prepared an experiment to evaluate how the initial pose
changes with respect to the number of database image patches.
Here, we selected a test image which was subsequently com-
pared with databases containing different numbers of patch
images. To build each database, we selected 15 image patches
which were posteriorly scaled and rotated. Here, we used two
cases: (1) in the first case (one scale), 15 original patches were
rotated without scaling; (2) in the second case (two scales), 15

Fig. 7 - Results of the initialization process (red contour) using three different test images. Differences regarding the
position and scale of the left ventricle and the rest of cardiac cavities are seen in these examples. (For interpretation of the
references to color in this figure legend, the reader is referred to the web version of this article.)
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Table 1 - Quantitative evaluation of the initialization algorithm.

Initialization Patient 1 Patient 2 Patient 3 Patient 4 Patient 5
Orientation error 10.30 +5.36 2459 +7.51 16.46 + 6.90 7.40+4.18 5.32 +£4.56
Distance 9.16 £ 3.26 20.40 £4.54 8.62 +£2.61 7.59 £3.67 3.78£1.32
Dice 0.70 £0.07 0.65 +0.08 0.73+£0.03 0.75 +£0.02 0.79 £ 0.03

patches were scaled one time and then rotated. Therefore, the
exact number of image patches of the database for each proof
depends on the number of rotations used. Fig. 8 shows the
results for this experiment. The blue curve was obtained using
a database built for one scale and the red curve was obtained
using image patches with two scales. The horizontal axis

35
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Fig. 8 - Results of the matching process when using
databases with different quantity of image patches. This
value is controlled by building databases using different
number of rotations and scales. The blue curve was
obtained using patches with one scale and the red curve
with two scales. (For interpretation of the references to
color in this figure legend, the reader is referred to the web
version of this article.)
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corresponds to the number of rotations used to build the da-
tabase. The vertical axis is the minimal error obtained in the
matching process between the test image and each data-
base. An interesting finding in these curves is that the initial
pose error does not change if we use a database with more than
17 rotations for each case approximately. The reason is that
after a specific number of rotations, the best match for the test
image has been included in the database and adding more
images does not produce significant changes. Naturally, this
behavior is valid for our set of test images and it can be dif-
ferent with other set of data.

3.2.2. Multi-texture AAM algorithm
The algorithm was set up to run until 30 iterations. Experi-
mentally, we found that the best weights for the multi-

texture AAM are w; :% withi=1,2, 3.

Fig. 9 shows an image of our dataset with segmentation
results for several iterations of the algorithm. Fig. 9a corre-
sponds to the initial shape resulted from the initialization
process. Fig. 9b, 9c¢, 9d, 9e and 9f are the resulting shapes after
2,7, 10, 20 and 30 iterations, respectively. For this example the
algorithm converged after 11 iterations. Fig. 9f shows the initial
shape (red contour) and final segmentation (green contour). The
initial shape is closed to the left ventricle which allows a faster
convergence of the algorithm. It can be seen that the initial
shape is slightly rotated with respect to the major axis of the
left ventricle. Our trained multi-texture AAM corrected the initial
shape position to reach an efficient segmentation. Although

[oR

N
.,‘.'“""" r .
f.

Fig. 9 - Results of the left ventricle segmentation obtained for several iterations: (a) initial shape, (b) iteration 2, (c) iteration
7, (d) iteration 10, (e) iteration 20, (f) iteration 30 (The green line is the final result and the red line is the initial shape). (For
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 10 — Deformation of the appearance model built for each steered Hermite coefficient for several iterations.

the initial shape was misaligned, it was very closed to the left
ventricle which helped to achieve a good result.

Active appearance models deform not only the shape but
also the object texture. In our multi-texture AAM we have used
three coefficients of the steered HT to build the statistical
texture models. Fig. 10 depicts the texture deformation using
a test image of our dataset. It was taken at the beginning of
the diastole. Coefficients Lgg, L1, L2oe are shown. Texture de-
formation is illustrated for several iterations. The first image
which contains the green contour is the original image with
the initial shape. We can see how the initial texture changes
until reaching a stable state in iteration 7. The sequence of
warping and adjusting of the patch texture to achieve the best
match between the texture model and target image is visual-
ized. Images in the last column (Iteration 7) show the final patch
texture achieved with the multi-texture AAM.

For quantitative analysis we used two different metrics. First,
we calculated the point-to-curve distance between the manual
and automatic segmentation. Here, we compared with other
classic segmentation methods. Results were obtained for five
clinical cases corresponding to 45 images acquired for the com-
plete cardiac cycle. In Table 2, we present the obtained results
of the segmentation methods. Each clinical case was taken from
a different patient and corresponds to a complete sequence
of the heart cycle. Each sequence is also composed of a dif-
ferent number of images. We have averaged results for all
images of the sequences and they are presented in pixel values.
As seen, our proposed framework outperforms the rest of seg-
mentation methods in all cases.

On the other hand, the algorithm performance was also
evaluated using the Dice similarity coefficient. This second
measure is used to calculate the degree of similarity between
the manual annotation and segmentation obtained with the
proposed algorithm. Both segmentations are used to compute
the overlapping region between them. Fig. 11 shows the results
of the Dice similarity coefficient obtained for the five pa-
tients of our dataset. The coefficient was averaged for all images
of each sequence. Similarly, we compared results achieved with
our method against other segmentation approaches. Results
are presented using a color bar diagram. In all cases, the de-
veloped method (red bar) in this work exhibits the best
performance. Considering individual results using all test
images, the best result obtained with our method was 0.963
which corresponds to an image at the beginning of the dias-
tole phase. The worst result was 0.7887 corresponding to an
image at the end of the systole. The obtained contours for these
two cases can be seen in Fig. 12.

Fig. 13 shows graphical segmentation results using several
methods and the proposed approach. The red contour is the
expert delineation and the green contour is the segmenta-
tion obtained with each method. Visually, our method presents
the best performance.

We also present a test of convergence for our algorithm using
an image example. This test is compared with three of the other
segmentation methods (see Fig. 14). The error between the
manual and automatic segmentation was computed for 30 it-
erations. It can be noted that the Snake method presents the
fastest convergence because it only evaluates profiles for each

Table 2 - Average point-to-curve distance obtained for 5 patients, the proposed method is compared with others found

in the literature. The expert segmentation was taken as the ground truth. Distance values are expressed in mean + STD.

Patients Snake ASM Classic AAM AAM with LBP Multi-texture AAM
Patient 1 (9 images) 5.40 +4.58 5.27 £3.62 3.35+1.86 5.16 +2.47 2.16+1.15
Patient 2 (11 images) 4.76 +4.05 4.61+4.23 3.42+1.85 4.11+2.82 2.21+0.60
Patient 3 (7 images) 4.13+£3.80 4.16 +2.09 3.03+1.08 4.15 £ 3.60 1.94+1.21
Patient 4 (6 images) 6.37 £4.26 4.76 £4.22 3.55+1.03 5.51+2.90 1.87£0.95
Patient 5 (12 images) 6.36 +5.98 5.02+£4.11 2.21+1.90 6.06 +4.35 1.92 £0.92
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Fig. 11 - Dice coefficient obtained with the proposed
approach and three methods used for comparison
purposes.

point to find the minimum energy of its functional. Since it
is based on gradient functions, its performance is poor with
ultrasound images. The ASM method also uses gray level and
gradient profiles but it is limited to a range of deformation. The

Fig. 12 - Best and worst Dice coefficients obtained for
individual images of our dataset: the green contour is the
automatic segmentation and the red contour is the manual
annotation. (a) Best result (image at the end-diastolic
phase), (b) worst result (image at the end-systolic phase).
(For interpretation of the references to color in this figure
legend, the reader is referred to the web version of this
article.)
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Fig. 14 - Evolution of the point-to-curve distance. Four
methods are evaluated: Snake, ASM, AAM and the
proposed multi-texture AAM.

performance of ASM is better than Snake but the stability is
lost due to the image noise. The multi-texture AAM con-
verges slower than Snake but faster and more stable than AAM
and ASM. Our method also presents the best final result. The
texture coefficients of the steered HT improve the segmenta-
tion performance because several features of the image patches
are coded. This behavior was similar for the rest of images.
It is well known that during the heart cycle, from diastole
to systole, the size and shape of the left ventricle may change
significantly. In the following experiment, we evaluated the per-
formance of the proposed method for all phases of the cardiac
cycle. For this purpose, we used two sequences of our dataset
and computed the segmentation error for each image of the
sequence. A total of 19 images were used for each sequence.
Fig. 15 illustrates these results. It can be seen that the best per-
formances were obtained for the diastole and beginning of the
systole phase. The worst performance was achieved during the
end of the systole phase where the left ventricle is smaller and
its shape is more irregular. This leads to failure of the adaption

Fig. 13 - Results of the segmentation using two test images and five methods employed for comparison purposes:
(a) Snake, (b) ASM, (c) AAM, (d) AAM with LBP, (e) proposed multi-texture AAM.
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Fig. 15 - Point-to-curve distance obtained for two test
sequences. The error is evaluated for the entire cardiac

cycle.

process of the multi-texture AAM. An interesting finding in this
experiment is that the behavior was very similar for both
sequences.

One of the critical issues of the proposed multi-texture AAM
is the weight values choice in Eq. (16). Since our method is the
weighted combination of several appearance models, we must
decide which texture coefficients are more relevant for a par-
ticular example. Although there is not a defined rule to assign
the weight values, we performed an experiment to determine
the optimal weights for all images of our dataset. We tested the
algorithm for 4 cases: al >(a2,a3), a2 >(al,a3), a3 >(al,a2) and
al=a2 = a3. We present the averaged results for all cases using
the point-to-curve distance and the Dice coefficient in Table 3.
It can be seen that the best performance was achieved when
all weights have the same value. Similarly, we show the ob-
tained contours for a test image in Fig. 16. Several weights were
used and the best contour was obtained for the case when
al=a2=a3 which corresponds to the red contour.

gl = a2 = a3
== a3 > (al,a2)
= al > (a2,a3)
== a2 > (al,a3d)

Fig. 16 — Contours of the left ventricle segmentation
applying four different criteria for the weight parameters of
the multi-texture AAM.

Table 3 - Effect of varying the weight parameters in the

multi-texture AAM. Point-to-curve distance and Dice
coefficient are

Weight parameters Distance Dice
Mean + STD
al>a2 and al > a3 2.83+£2.12 0.83
a2 >aland a2 >a3 3.01+1.96 0.80
a3 >al and a3 > a2 2.10£1.57 0.84
al=a2=a3 1.72 +£1.16 0.85
4, Discussion and conclusions

As seen in Fig. 7, fetal cardiac ultrasound images can exhibit
different orientations and shape variations of the cardiac cavi-
ties. Commonly, it is difficult to find the boundaries that
separate the left ventricle from the atrium. This specific case
depends on the gestation period, skills to acquire the
echocardiographic images and ultrasound system. Taking into
account the mentioned problems, it is very challenging to au-
tomatically find the position and orientation of the left ventricle
inside the ultrasound image using an automatic algorithm.

The initialization method proposed in this work over-
comes these problems. It consists of a simple but effective
method capable to generate the initial contour of the left ven-
tricle cavity. Based on an object detection process, the region
corresponding to cardiac structures is first identified and then
a correlation process is used to find the initial pose. Fig. 7
and Table 1 illustrate the effectiveness of the algorithm. With
the initialization achieved, the proposed algorithm is effi-
ciently adjusted to reach the desired segmentation. The
initialization method only requires to store a database with
sample patches describing the possible variations found in
fetal echocardiographic images. Although there are other robust
methods for matching and object detection in the literature,
they normally require robust training processes and huge da-
tabases of image samples. Moreover, the matching process
using correlation between an input image and a database has
been also successfully used in other applications [53,54].

We have presented quantitative comparisons between the
proposed method and other approaches described in the lit-
erature. These methods are classic AAM, Snake, ASM and AAM
with LBP. Quantitative results were shown in Table 2 and Fig. 11.
Qualitative results can be seen in Fig. 13 for two test images.
In all cases, the proposed multi-texture AAM outperforms
results of the other methods.

ASM and Snake present the poorest results because they
are based on boundary detection functions. It is well known
that ultrasound images lack well-defined edges. Classic AAM
presents better results than ASM and Snake because it is guided
by the texture patch of the object. However, it uses the texture
of the original image which is not adequate when working with
ultrasound images. AAM with LBP also presents a lower per-
formance compared to the proposed approach. Methods based
on LPB use differences of intensities to code image texture. This
is not suitable for ultrasound images due to the speckle pattern
either. An interesting finding here is that using AAM with LBP
was even less effective than classic AAM. In our multi-texture
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map of the original images, we used coefficients of the steered
HT. We combined the texture models in one weighted scheme
in order to include more descriptive textures of the original
image. With this simple and effective scheme, we improved
the segmentation results of the standard AAM.

One of the main issues when segmenting fetal cardiac ul-
trasound sequences is the shape variation during the cardiac
cycle. Results in Fig. 15 demonstrate that the worst perfor-
mance occurs when the left ventricle is at the phase of most
contraction, this is, at end-systole. The left ventricle is more
irregular and cavity homogeneous regions are not well-
defined, making this region more difficult to segment. Fig. 12
shows two image examples which depict how the left ven-
tricle significantly changes from the end-diastolic to end-
systolic phase.

The implemented framework can be a useful tool for evalu-
ating the left ventricle in fetal echocardiographic sequences.
Our results are better than other reported methods in the lit-
erature [25,34-37]. We obtained an average Dice coefficient of
0.8631 and average point-to-curve distance of 2.027. The seg-
mentation results were very encouraging in images with large
variations in the left ventricle.
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